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C. DESCRPTION OF THE SCIENTIFIC ACHIEVEMENT

Introduction

Soft, colloidal, and active matter systems remain a vibrant topic of research within the scientific community.
This is partly related to the increasing attention being devoted to multidisciplinary problems at the interface
between physics, chemistry, biology, and engineering. Research methods originating from physics are being
profitably applied to study complex biological systems, both in terms of theoretical and numerical modelling,
as well as using cutting-edge experimental techniques which give us insights into the level of details unseen
before.

Most of the aforementioned systems reside in an aqueous or fluid environment. Given their small spatial
sizes of the order of micrometers, the typical Reynolds number describing the flow is vanishingly small, and
therefore the dynamics are dominated by viscosity effects. Although equilibrium properties of suspensions and
structured fluids are now relatively well understood [1–3], elucidating the dynamics still remains a challenge,
particularly in biological and active matter, where the processes are inherently non-equilibrium [4]. Stokes
flows are known for their long-range and many-body character. In order to account for flow and diffusion
in microscale systems, one must therefore explore hydrodynamic interactions (HI) between its constitutive
elements [5, 6].

Viscous flows are also known to be strongly influenced by the effects of confinement [7]. The presence of
boundaries in the system introduces anisotropy of HI which become directional. If an object immersed in a
fluid is anisotropic, these effects couple in a non-trivial way, giving rise to a number of interesting dynamical
features.

The presented works [A1–A9] discuss the anisotropy of hydrodynamic interactions in systems confined by
boundaries. They encompass a general theoretical description of flow in restricted geometry and also apply
this theoretical approach to elucidate the observed dynamical features of particular, experimentally relevant
systems. In each case, a model is developed basing on the Stokes equation for the fluid flow, and taking into
account specific experimental details in order to provide an interpretation to the data collected. All works
presented here focus on wall-bounded geometry, where a planar boundary introduces a pronounced increase in
hydrodynamic drag for objects in its proximity, but also changes the directionality of HI. We can distinguish
four main broad areas of research which are intertwined within the research works included in the Achievement:

(i) Near-wall hydrodynamics of axisymmetric particles [A1-A6, A8, A9].

(ii) Elastohydrodynamic effects in confinement [A4, A8].

(iii) Active transport and artificial microswimmers in confinement [A2-A6].

(iv) Diffusive transport in restricted geometry [A1, A4-A9].

The structure of the description is as follows. Section 1 is an introduction to the theoretical methods used
to describe hydrodynamic interactions in Stokes flows. Section 2 describes the results contained within [A1-
A9]. It is divided into four parts described above. For each of these topics, a broader context and introduction
is given, after which we discuss the papers in detail. In part (i) we include [A1, A9]; part (ii) describes
Refs. [A4, A8]; part (iii) is focused on Ref. [A3] which is a joint theoretical-experimental work and separately
Refs. [A2, A5, A6] devoted to theoretical considerations; part (iv) concerns Ref. [A7]. The concluding Section
3 summarises the presentation. Additionally, a general overview of the problem of HI in active and passive
microscale systems is given in a review chapter [B9], of which I am the main author.
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1. Hydrodynamic interactions in Stokes flows

Boundaries and interfaces play an important role in the colloidal world. Many relevant biological, indus-
trial, and diagnostic processes involve flow either in channels, or close to surfaces [8–10]. Many examples of
such processes are given in the following parts of the text. Geometric confinement introduces anisotropy in
the diffusive motion of sub-micron particles, and the presence of neighbouring walls increases the drag force
experienced by colloidal particles [7]. In this context, the central quantity is the hydrodynamic mobility tensor
µ, which is related to the diffusion tensor D by the fluctuation-dissipation theorem [11]

D = kBTµ. (1)

On the colloidal length scales and for time scales typical for microparticles or microscopic swimming
microorganisms, the flow field around a particle in a Newtonian fluid of viscosity ⌘ is aptly described by the
incompressible Stokes equations [12]

⌘r
2v(r)�rp(r) = �f(r), r · v(r) = 0, (2)

where f(r) is the force density the particle exerts on the fluid when subjected to flow, and p(r) is the pressure
field. The flow caused by the presence of a particle can be superposed with an ambient flow v0(r), with the
vorticity and rate of strain defined as !0(r) =

1
2r ⇥ v0(r) and E0(r) = rv0(r), respectively, with the bar

denoting the symmetric and traceless part.
Given the force density, one can calculate the force F , torque T , and symmetric dipole moment (stresslet)

S exerted by the fluid on the particle by integration over the particle surface. In result of the external flow,
motion is induced, and the particle gains linear and angular velocities, V and ⌦, respectively. Owing to the
linearity of the Stokes equations, we deduce that the force moments F , G and S, are linearly related to the
velocity moments via the generalised friction (or resistance) tensor [12, 13]

0

B@
F

T

S

1

CA =

0

B@
⇣tt ⇣tr ⇣td

⇣rt ⇣rr ⇣rd

⇣dt ⇣dr ⇣dd

1

CA

0

B@
v0(r)� V

!0(r)�⌦

E0(r)

1

CA . (3)

Here we have decomposed the generalised friction tensor into 9 sub-matrices. The indices tt and rr denote
the translational and rotational parts, respectively. The tensors ⇣tr and ⇣rt describe the translation-rotation
coupling, and the d-tensors describe the response to an external straining flow. In most cases, however, one
considers a 6⇥ 6 friction matrix ⇣ relating the force and torque to linear and angular velocities. The additional
d elements turn out to be essential for the calculation of the correction to the friction matrix in the presence of
a wall, hence we include them here. In a reversed problem, when the forces and torques are known, and the
particle motion is sought, the relationship between them is given by the mobility tensor µ which is the inverse
of the friction tensor

µ =

 
µtt µtr

µrt µrr

!
=

 
⇣tt ⇣tr

⇣rt ⇣rr

!�1

= ⇣�1
. (4)

In a bulk system, the mobility tensor and the friction tensor, denoted by µ0 and ⇣0, respectively, do not depend
on the position of the particle due to translational invariance. The situation is different if a confining boundary
is present, since the symmetry is broken and the hydrodynamic tensors depend both on the distance to the
boundary, and on the relative orientation of the particle with respect to the surface.

The notion of friction and mobility tensors is easily extended to many particles [12, 13]. In this case, the
so-called grand mobility (friction) tensor relates the forces and torques with velocities of all the particles. It
encodes complete information on the dynamics of a suspension. Since the hydrodynamic interaction are long-
ranged and have a many-body character, the calculation of µ is often a challenge. On the other hand, a number
of techniques are available to calculate the hydrodynamic tensors.
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Figure 1: The image sphere for a spherical particle in the presence of a boundary which may be either a free
slip surface, or a hard no-slip wall.

The simplest approach relies on approximating the particles as point-like objects. Owing to the linearity of
the Stokes equations, we can introduce a Green’s function, which for a point-force in an unbounded domain is
the well-known Oseen tensor [5, 12, 14]. For force placed at the origin, it takes the form

G0(r) =
1

8⇡⌘r
(1+ r̂r̂) , (5)

with r = |r| and r̂ = r/r. In the Oseen approximation, the mobilities of particles are calculated from the
point-force solutions, combined with the Stokes mobility µ0 = 1/6⇡⌘a for a particle of radius a. This ap-
proach, however, produces mobility matrices that might not be positive-definite, as required by the second law
of thermodynamics. However, more accurate approximations which assure this property are available, starting
from the Rotne-Prager-Yamakawa tensors [15–18], through Stokesian Dynamics models [19], to precise mul-
tipole methods which rely on decomposing a flow field around the particles into a complete set of solutions of
the Stokes equations, and taking into account appropriate boundary conditions on the surfaces of the particles,
as detailed out in the review by Ekiel-Jeżewska & Wajnryb [13]. For all of these schemes, starting from the
appropriate form of the Green’s tensor for a given geometry, is a crucial modelling step.

In the presence of system boundaries, it is convenient to decompose the full Green’s tensor into the Oseen
tensor G0 and the part describing the flow reflected from interfaces

G(r, r0) = G0(r � r0) +�G(r, r0). (6)

In general, the Green’s tensor describes the flow at a point r due to a source (point force) acting on the fluid at
a point r0. For a fluid bounded by a planar hard wall, or a free surface, a closed form of the Green’s tensor G
is known. To present it, we assume the geometry as sketched in Fig. 1, with the fluid in the upper half-space
z > 0 bounded by a planar wall at z = 0. We also introduce the reflection operator P = 1 � êzêz , which
transforms any point r into its mirror image r⇤ with respect to the wall. For a free surface, at which the normal
velocity and tangential stress vanish, the Green’s tensor reads [20]

Gf (r, r
0
) = G0(r � r0) +�Gf (r, r

0
) = G0(r � r0) +G0(r � r0⇤) · P , (7)

which has an elegant interpretation that for a point force (called a Stokeslet), the additional (reflected) velocity
field near a free surface is equivalent to that of another Stokeslet placed at its mirror image location. For a hard
no-slip wall, the Green tensor (also called the Blake tensor) has been found by Lorentz in 1907 [21] as

Gw(r, r
0
) = G0(r � r0) +�Gw(r, r

0
) = G0(r � r0)�G0(r � r0⇤) · P (8)

� 2z0êz ·G0(r � r0⇤)
 �rr · P + z

2
0r

2
rG0(r � r0⇤) · P ,
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where [a
 �rr]↵� =

@
@r�

a↵ and z0 = r0 ·ez being the height of the source above the wall. This expression can be
rewritten in other ways, as e.g. in Refs. [22–24], which give it a simple interpretation. Here, the image system
for a Stokeslet involves additional terms, the so-called Stokeslet doublet and source doublet [22], which have
a different directional character than a Stokeslet. The solution for the no-slip wall, termed the Blake tensor, is
fundamental for many works concerning near-interface hydrodynamics [25–32]. Similar results for the Green’s
function for an interface separating two fluids have also been derived [33–36], also for partial slip boundary
conditions [37–39], and for thin films [40–42]. Many of the early results are summarised in the excellent
monograph of Happel and Brenner [7].

2. Description of results

Near-wall dynamics of axisymmetric particles

In Article [A9], we describe the dynamics of an axially symmetric colloidal particle close to a planar
no-slip boundary. The paper is co-authored by B. Cichocki and E. Wajnryb. It is motivated by the need to
describe and interpret the dynamics of complex-shaped particles near interfaces. Recent years have brought
significant advancement in experimental techniques which allow to explore near-wall dynamics in detail, using
optical microscopy [43–48] and light scattering tools, such as evanescent wave dynamic light scattering [49–
51]. The latter is now a well-established tool which has profitably been used to investigate translational [B13]
and rotational diffusion [B12, B11] of spherical colloids in dilute suspensions. Due to the complex nature of the
experiments, available experimental data for non-spherical particles such as dumbbells [52, 53] or rods are still
lacking proper interpretation. It is therefore particularly important in this context to understand the nature of
hydrodynamic interactions of an axially symmetric particle with a wall, and has partially motivated this work.
Axisymmetric particles moving close to a boundary experience an additional anisotropic drag force on top of
their own friction anisotropy stemming from their non-spherical shape. This coupling leads to a complicated
behaviour, observed e.g. in simulations of such particles sedimenting next to a vertical wall [54, 55], with
the mobility of the particle depending on its position and orientation. Available predictions for the near-wall
mobility of an axisymmetric particle mostly feature a slender-body approach, yielding rather complex results
for general wall-particle orientations near a solid boundary [56] or near a fluid interface [57]. These predictions
were analysed in detail in the context of sedimentation in several special alignments [58]. On the other hand,
previous numerical works involve the boundary integral method [59], finite element method [60] or stochastic
rotation dynamics [61] from which empirical relations are extracted. The lack of theoretical predictions for
the near-wall mobility of a rod-shaped and non-slender particle in an arbitrary configuration requires the use
of more precise numerical methods. A possible way is to use advanced algorithms involving bead-models
which take into account lubrication when the particles come close to the interface [23], which are rather costly.
Earlier numerical works suggested that the near-wall mobility (or diffusion) matrix depends on the distance and
orientation of the particle in a form that is easily approximated by low-order polynomials in the orientational
angle ✓ (being the angle between the particle axis and the wall-normal direction) [61].

An exemplary system analysed in this work is depicted in Fig. 2. In order to investigate these claims and
provide a theoretical foundation, in Ref. [A9] we have examined in detail the structure of the near-wall mobility
matrix of an axisymmetric colloid by analysing the leading-order terms in the multipole expansion of the Blake
tensor. In the presence of the wall, the friction tensor of an axisymmetric particle has the form

⇣ = ⇣0 +�⇣, (9)

where ⇣0 is the bulk friction tensor. In [A9], we derived explicit analytical formulae for the leading-order
correction �⇣ to the bulk friction tensor of an axisymmetric particle due to the presence of a wall. The
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Figure 2: An axially symmetric colloidal particle near a planar hard wall. The director of the particle is u. The
hydrodynamic mobility of the rod-like colloid depends on the wall-particle distance H = êz · r and the polar
angle cos ✓ = u · êz .

correction has a particularly elegant form

�⇣ttw =�
A1(⇣0, ✓)

2H
+

A2(⇣0, ✓)

(2H)2
+O(H

�3
), (10a)

�⇣trw =�
B(⇣0, ✓)

(2H)2
+O(H

�3
), (10b)

�⇣rtw =�
(B(⇣0, ✓))

T

(2H)2
+O(H

�3
), (10c)

�⇣rrw =�
C(⇣0, ✓)

(2H)3
+O(H

�4
). (10d)

We derive the tensors A1,2, B, C above from the multipole expansion of the Blake tensor [22] (Oseen tensor
for the wall-bounded geometry) and they depend on the bulk components of the friction tensor of a rod-like
particle, ⇣0, and its orientation angle ✓ but not on the wall-particle distance. The dominant power of 1/H

depends on the component in question (translational, rotational, or coupling friction matrix) and its angular
structure is represented by low-order polynomials in sines and cosines of the particle’s inclination angle to the
wall. Our results provide a practical, analytical approximation for translational and rotational motion, as well
as the translation-rotation coupling tensors. The near-wall mobility µ (or diffusivity D = kBTµ) are then
obtained by inverting the corrected single-particle friction matrix, as

µ = ⇣�1
= (⇣0 +�⇣)�1

. (11)

We also discuss the leading-order formulae for mobility not being as accurate a representation as the numer-
ically inverted leading-order expressions for friction. Our findings provide a simple approximation to the
anisotropic diffusion tensor near a wall, which completes and corrects relations known from earlier numeri-
cal and theoretical findings. The input required to evaluate the correction is the bulk friction matrix of the
particle. For simple axisymmetric shapes, such as ellipsoids, these coefficients are known analytically [12]. For
more complex shapes, they can be obtained e.g. from widely available bead-model calculators, such as GRPY
[18] or HYDRO++ [62]. Our results compare favourably with the predictions of accurate multipole codes
HYDROMULTIPOLE [63], which also include lubrication effects close to the wall, even for distances when the
length of the rod and the wall-rod distance become comparable, provided that no point of the rod comes close
to touching the boundary.
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In Article [A1], we employed the analytical expressions evaluated within the approximation described in
[A9] to investigate the dynamics of approach of rod-shaped nanoparticles to a nanopore. The paper was co-
authored by my PhD student, Radost Waszkiewicz, and was chosen to be part of paper series Emerging Leaders
2020 in Physics of Fluids.

Nanopore sequencing is now an established technique used to determine the structure of biomacro-
molecules [64, 65], including DNA [66], RNA [67], and proteins [68]. These biomolecules are typically slen-
der filaments, which are electrophoretically attracted to the nanopore and then translocated through an orifice.
The passage through a nanopore is controlled by an interplay of electrostatic [69, 70], electrokinetic [71], en-
tropic [72], osmotic [73, 74] and mechanical forces [75], is now well understood and explored. Much less is
known about the approach to the pore. Existing models introduce a minimalistic description of the nanoparticle
by a single diffusion coefficient D and an electrophoretic mobility. In this way, the Smoluchowski equation
formalism [11] may be used to determine the concentration profile of DNA near the pore [76], and the deter-
mination of the range of interaction, called the capture radius [77], being the distance at which the energy of
thermal fluctuations become comparable to the electrostatic potential energy. This notion was later extended to
the orientational capture radius [78], being the range at which the electric field strongly orients rod-like parti-
cles. In all these models, the effects of anisotropy of the particles are neglected, and hydrodynamic interactions
with the wall, which hinder diffusion at close distances, are not accounted for. Since hydrodynamic effects are
known to alter the trajectories of close sedimenting particles [54, 55] lead to a general slow-down of colloidal
dynamics [79], the assessment of their influence is an important research question. Our contribution [A1] is a
step in this direction. The nanopore is modelled as a point charge which attracts a uniformly charged rod-like
particle. We focus on particles which can be modelled as stiff rods. This is appropriate for objects of length
L shorter than their persistence length Lp. Examples of such nano-rods are dsDNA fragments shorter than
Lp ⇡ 50 nm (or ca. 150bp) or fd-viruses [80], with L = 880 nm and Lp = 2.8 µm, translocating through
solid-state pores [81]. For longer filaments, the effects of elasticity and ease of conformational change can
lead to coiling [82] or even knotting [75, 83] and must be accounted for in modelling. Within our model, we
formulate a detailed theoretical approach which accounts for anisotropic diffusivity of a rod-like particle in a
viscous fluid. The anisotropy comes from both its non-isotropic shape and the particle-wall interactions. The
model was used firstly to determine the time scales corresponding to the different dominant driving mechanisms
of the motion: purely Brownian motion far away from the attractive pore, translation and rotational reorien-
tation due to the electric field of the pore, and the wall influence region at close distances to the boundary.
We demonstrated that far away from the pore, the motion of the particle is purely Brownian, but as soon as
it reaches the electrostatic capture radius, it is systematically attracted towards the pore. Its initial dynamics
are then governed by an electrostatic force driving its translational motion, with the velocity resulting from a
balance between electrostatic forces and the fluid drag force. Since the latter depends on the orientation of the
particle, the motion resembles sideways gliding towards the pore. At closer distances, the electrostatic torque
becomes pronounced and strongly aligns the rods with the electric field lines. These allow us to determine a
phase diagram showing different regions of dominant interactions in Fig. 3(middle).

After establishing the scaling arguments, we provide a quantitative insight into the dynamics by solving the
equations of motion numerically for a collection of initial positions and orientations at intermediate distances,
when Brownian motion can be neglected, but the rod is far enough from the pore to disregard the field and flow
effects of the pore geometry. We employed an approximate analytical scheme derived in [A9] and presented
in Eqs. (10), in which the friction tensor of a colloid close to the wall can be decomposed into its bulk value,
encoding the particle anisotropy, and a wall-induced correction. This allowed us to formulate a deterministic
system of equations which can be solved for arbitrary initial position and orientation of the nanorod. The
generated data are used to assess the range of initial conditions for which the effect of the wall qualitatively
changes the approach dynamics. For starting points at a large polar angle, measured from the wall to the rod-
pore direction, we find that gliding trajectories are governed by the shape anisotropy of the rod, and the wall
plays no significant role. However, for smaller angles of approach, hydrodynamic interactions with the wall

8



BrownianElectrostatic translations

Brownian rotations

Electrostatic

Wall interaction

0 10 20 30 40
0

5

10

15

20

Along the wall [particle size]

A
w

a
y

fr
o

m
w

a
ll
[p

a
rt

ic
le

si
ze

]

α0 =
3π

8

α0 =
π

4

α0 =
π

8

-
π

2 -
3 π

8
-

π

4
-

π

8
0

π

8

π

4

3 π

8

π

2

0

π

8

π

4

Initial inclination θ0

F
in

a
l

a
n
g

le
to

fie
ld

lin
e
|θ

f
-
α
f
|

Figure 3: (Left) Sketch of a nanorod close to a nanopore (denoted by a red dot). The pore produces a radial
electric field, modelled by a point charge at the origin. The configuration of the rod is given by its position r

and orientation u, which corresponds to an inclination angle ✓. In addition, we denote by ↵ the polar angle at
which the rod is seen from the pore. (Middle) The division of space into regions colored by dominant terms
determining the dynamics of the nanorod. The pore is located at the origin, and the wall coincides with the
bottom border of the graph. Closest to the surface, wall interaction terms are the most important. Further away
from the wall, we anticipate regions of (i) electrostatically determined dynamics, (ii) electrostatic translations
with Brownian rotations, and (iii) fully Brownian dynamics. This reflects the fact that electrostatic torque
decays faster with the distance from the pore than the force. The boundaries between subsequent regions are
obtained by comparing the respective times scales of motion. (Right) The angle between the rod and the electric
field line close to the pore versus against the initial inclination angle for different starting positions far away
from the pore with different polar angles: ↵0 = ⇡/8 – close to the wall, intermediate ↵0 = ⇡/4, ↵0 = 3⇡/8

– far away from the wall. Trajectories with ✓0 < ↵0 are convex and initially glide towards the wall, and
trajectories with ✓0 > ↵0 are concave and initially glide away from the wall. For small ↵0 this relationship is
asymmetric due to wall influence where the hydrodynamic torque from wall drag competes with electrostatic
reorientation in the late stages of movement. Reprinted from [A1].

significantly alter the angle at which the rod approaches the near-pore region. In Fig. 3(right) this corresponds
to the asymmetry of the angle the rod makes with the radial electric field lines as it approaches the pore, starting
from different initial inclinations. We have found the extent of this region to be as large as ⇡/8 which accounts
for nearly 40% of spherical area in 3D, thus signifying the importance of wall effects in the proper modelling
of dynamics in confined geometry.

Our work shows, basing on the derived scalings, that the neglect of Brownian motion in the near-pore region
is justified. Previous works on a similar system included Brownian motion on the level of translational motion
only [78]. However, in order to properly resolve the question of Brownian displacements and rotations, both
the non-spherical shape of the rod and the presence of the wall should be included. This leads to an anisotropic
bulk diffusion (translational and rotational), distance-dependent hindrance of motion, and translation-rotation
coupling. Even then, we would expect the effect of Brownian motion to be pronounced outside the near-pore
region which is dominated by electrostatic interactions. Including these effects would be an interesting direction
of future research.

Elastohydrodynamic effects in confinement

Hydrodynamic interactions between microparticles and organic membranes play an important role in many
medical and biological applications. Important examples include drug delivery and targeting using nanocarriers
[84–86] which release active agents at tumours or inflammation sites. In navigation through the cardiovascular
systems, or during endocytosis [87–89], nanoparticles can come close to membranes of cells or veins which
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alter their hydrodynamic mobilities. Over the last few decades, considerable research effort has been devoted
to study the motion of particles in the vicinity of interfaces.

The now classical example of the influence of hydrodynamic interactions is a solid spherical particle near a
rigid no-slip wall which has been studied theoretically in detail [29, 30, 32, 90], but theoretical predictions have
been developed also for a sphere at an interface separating two immiscible liquids [33, 35, 91–96], an interface
with partial-slip [37, 39] and a membrane endowed surface elasticity [97–105]. Elastic membranes differ from
both liquid-solid and liquid-liquid interfaces as the elasticity of the membrane introduces a memory effect in
the system causing, e.g., anomalous diffusion [102] or a sign reversal of two-particle hydrodynamic interactions
[104]. On the experimental side, near-wall mobility of a spherical particle has been investigated using a range of
optical techniques, involving optical tweezers [106–109], digital video microscopy [110–112] and evanescent
wave dynamic light scattering mentioned before. The influence of a nearby elastic cell membrane has been
further investigated using optical traps [100, 113–115] and magnetic particle actuation [116]. Particles with
a non-spherical shape such as spheroids or rod-like colloids have also received considerable attention. The
first attempt to investigate the Brownian motion of an anisotropic particle dates back to Perrin [117, 118]
who computed the drag coefficients for a spheroid diffusing in a bulk fluid. A few decades later, Batchelor
[119] pioneered the slender-body theory, further developed later [120, 121]. The method has successfully been
applied to a wide range of external flows [122] and near boundaries such as a plane hard wall [123–125] or a
fluid-fluid interface [126].

From an experimental standpoint, diffusion measurements are available e.g. from video-microscopy of
micrometer-sized ellipsoidal particles [127–129]. Experiments with actin filaments were also conducted using
fluorescence imaging and particle tracking [130], finding that the measured diffusion coefficients can be ac-
counted for by a correction based on the hydrodynamic theory of a long cylinder confined between two walls.
Rotational diffusion coefficients of confined carbon nanotubes have been measured using fluorescence video
microscopy [131] and optical microscopy [132]. More recently, the three-dimensional rotational diffusion of
nanorods [133] and rod-like colloids have been measured using video [134] and confocal microscopy [135].
Yet, the motion of a spheroidal particles in the vicinity of deformable elastic interfaces has received limited
attention.

In Article [A8], we provide an insight into the dynamics of rod-like particles close to a planar elastic
membrane. The paper is co-authored with A. Daddi-Moussa–Ider and S. Gekle. It builds on the central result
of Ref. [A9] being the leading-order mobility corrections of an arbitrary axisymmetric particle near a hard wall.
The result presented there can be expressed in closed form by combining the appropriate Green’s function with
the particle’s bulk mobility. For the elastic membrane, we use the Skalak model [136], which is a popular choice
to represent red blood cells membranes [137–140]. The elastic properties of the interface are characterized by
two parameters – the elastic shear modulus S and the area dilatation modulus A. Resistance against bending
has been included following the model of Helfrich [141] with the associated bending modulus B. In this
approach, the linearized tangential and normal stress jumps across the membrane are related to the membrane
displacement field h and the dilatation ✏. In the case of periodic forcing or time-dependent deformation of the
membrane, the quantity of interest is the frequency-dependent mobility tensor. In confined geometry, due to
the presence of the interface, the near-membrane mobility tensor will then have a correction on top of the bulk
mobility µ0, which takes the form µ(!) = µ0 + �µ(!), with the second term coming from the interaction
of the flow induced by the particle with the boundary. To determine the approximate form of µ(!), we use
the results of [A9] and generalize them to the case of an elastic membrane. The same methodology can be
applied to the case of a membrane, provided that the form of the Green’s tensor for the system, G, is known. To
this end, we first write out expressions, derived in [A9], for the near-wall friction tensor which takes the form
⇣ = ⇣0 +�⇣, as in Eq. (9), with ⇣0 being the bulk friction tensor of an axisymmetric particle. Next, using the
relationships between the elements of the grand mobility tensor, we invert them and expand to obtain a leading-
order approximation to the mobility correction �µ. These expressions, apart from a power-law behaviour in
appropriate powers of the inverse particle-wall distance, as presented in Eq. (10), contain elements of the bulk
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Figure 4: (Left) Illustration of two spheres in a torque-free dimer. Torques L of the same magnitude and
opposite directions about the centerline are applied to the particles. The membrane-induced rotation-translation
coupling leads to a collective rotation about membrane-normal direction with an angular velocity ⌦. The
doublet remains parallel at the same height above the membrane. (Right) Scaled rotation rate of the doublet
versus the scaled time near a membrane of pure shearing (green), pure bending (red) and both shearing and
bending rigidities (black). Analytical predictions derived in the paper [A4] are drawn in solid lines and symbols
refer to boundary integral simulations. The time scale of the induced rotation of the pair is considerably slower
than that related to the internal rotation of each sphere under the applied torque. Figures reproduced from [A4].

mobility tensor and directional tensors depending only on the orientation of the particle. The directional tensors
are found as appropriate directional derivatives of the near-membrane Green’s function. The Green’s tensor was
derived earlier in Ref. [103]. In [A8], we compute these directional tensors explicitly and thus we are able to
write down explicit expressions for the frequency-dependent elements of the near-membrane mobility of an
arbitrary axisymmetric particle. In the paper, we also list explicit expressions for an ellipsoidal particle for all
types of motion: translation, rotation and coupling terms. The mobility corrections are frequency-dependent
complex quantities due to the memory induced by the membrane. They are expressed in terms of the particle
orientation and two dimensionless parameters that account for the shearing- and bending-related contributions.
In the zero-frequency limit, or equivalently for infinite elastic and bending moduli, we recover the mobilities
near a hard no-slip wall. We apply our general formalism to a prolate spheroid and find very good agreement
with boundary integral method (BIM) numerical simulations performed for a truly extended spheroidal particle
over the whole frequency spectrum.

Continuing this line of thought in Article [A4], we extend the analysis above to the problem of translation-
rotation coupling and rotational hydrodynamic interactions between two spherical particles near a planar elastic
membrane that exhibits resistance against shearing and bending, identical to the one described above. The paper
is co-authored with A. Daddi-Moussa-Ider, S. Gekle, A. Menzel, and H. Löwen. To study the hydrodynamic
interactions between two spherical particles close to a membrane, we use a combination of the multipole ex-
pansion and Faxén theorems to express the frequency-dependent hydrodynamic mobility functions as a power
series of the ratio of the particle radius to the distance from the membrane for the self-mobilities, and as a
power series of the ratio of the radius to the interparticle distance for the pair mobilities. In the quasi-steady
limit, corresponding to zero frequency, we find that the shearing- and bending-related contributions to the par-
ticle mobilities have either additive or suppressive effects, depending on the membrane properties and on the
geometric configuration of the interacting particles relative to the membrane. To explore further the changing
sign of the particle self- and pair mobilities, we analyse an example of a torque-free doublet of counter-rotating
particles near the elastic membrane, and depicted in Fig. 4. We find that the induced rotation rate of the doublet
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Figure 5: Microscopy images showing the mode of the motion and typical trajectories of the Janus particles
described in [A3]. The half-Au coated anatase particles are immersed in hydrogen peroxide solution. The
bright side is the titania side, while the dark side is the half gold-coated cap. In the schematic, the gold colour
corresponds to the gold-coated side of the particle. The colour of lightning-bolt illustrates the wavelength of
light used in the experiment. (a-d), Free Brownian motion of the particle. Inset shows a scanning electron
microscopy (SEM) image of the Au-coated TiO2 Janus particle. (e-h), Swimmer propelling in the forward
direction under the UV-light illumination. (i-l), Swimming direction of the particle is reversed when we switch
to green light. The arrow depicts the direction of motion. Scale bar is 5.0 µm. Scale bar in the inset is 2.0 µm.
Figure reproduced from [A3].

around its center of mass depends on the membrane shearing and bending resistance, and an appropriate com-
bination of these parameters can change both the magnitude and the direction of rotation. Near a membrane
with shearing resistance only, akin to that of certain elastic capsules, the direction of rotation of the doublet
is the same as it would be near a no-slip wall. However, near a membrane which exhibits resistance against
bending only, thus resembling a fluid vesicle [142], we observe a reversed rotation direction. The described
behaviour can alter the near membrane dynamics and behavior of force- and torque-free flagellated bacteria
and swimming microorganisms that use helical propulsion as a locomotion strategy [143, 144]. Our theoretical
results obtained in the paper again compare favourably with BIM simulations over the whole range of applied
frequencies.

Active transport in confinement

Active systems such as microorganisms and self-propelled particles show a plethora of collective phenom-
ena, including swarming, clustering, and phase separation. In all these, having control over the propulsion
direction and switchability of the interactions between the individual self-propelled units may open new possi-
bilities to design materials from within. In Article [A3], together with H. Vutukuri, E. Lauga, and J. Vermant,
we present a novel system of self-propelled particles. The Janus particles are made of anatase TiO2 and are
half-coated with gold. Using different wavelengths of illuminating light, we can quickly and on-demand re-
verse their propulsion direction by exploiting the different photocatalytic activity on both sides. In the paper, we
demonstrate that the reversal of the propulsion direction of near-wall ensembles of active particles can drive the
particle assemblies to undergo fusion- and fission-like transitions. We also show these active colloids can act
as nucleation sites, but also offer to switch rapidly the interactions between active and passive particles, lead-
ing to reconfigurable assembly and disassembly. The experimental findings are aptly described by a minimal
hydrodynamic model, of which I am the main author.

The design of artificial microswimmers or self-propelled particle systems is currently a subject of vast in-
terest in active matter. Firstly, they are model systems to study the collective behaviour of their more complex
natural inspirations. Secondly, they exhibit a variety of non-equilibrium phenomena, such as active clustering,
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segregation, and anomalous density fluctuations [145–148]. Several experimental studies have reported on ar-
tificial microswimmers using different swimming strategies [145–154]. One class consists of internally-driven
phoretic systems of which Janus particles are an important example. Janus particles, named after the two-faced
Roman god, possess two sides of different surface characteristics, and induce motion by converting (e.g. chem-
ical) energy on one side of the particle from its local environment [145–148, 155] into their kinetic energy. In
these synthetic systems, the only reorientation mechanism is the rotational diffusion of the particle, since the di-
rection of its propulsion velocity vector with respect to the coated hemisphere remains constant [148, 155]. The
position and/or the orientation of externally-driven swimmers can be controlled using lab-controlled stimuli
such as magnetic, and electric fields [150, 151, 156]. However, in this case field-induced long-range dipole-
dipole interactions between the particles by the external fields are unavoidable [157–159], and can preclude
studies of collective behavior controlling solely the activity [156]. Only recently, proof-of-principle studies
considered a single internally-driven artificial swimmer achieving propulsion direction reversal using a wet-
tability contrast on both sides of Janus particles at different temperatures [152, 160], but being limited by
heat transfer rates, these are inherently slow. For studying collective behaviour, one needs the dynamics of
switching to be faster than the rotational diffusion timescale of the systems. Importantly, some microorgan-
isms display fast periodic reversals of the direction of motion. Examples include Myxococcus xanthus [161],
Pseudoalteromonas haloplanktis [162], and Vibrio alginolyticus [163], but these swimmers use rather complex
molecular mechanisms. In consequence, these marine microorganisms show a rich collective behaviour, exem-
plified by accordion wave patterns [164], and high-performance chemotaxis [165]. Controlling and switching
the nature of interactions (e.g., attractive to repulsive, and vice-versa) between individual units without chang-
ing the chemistry of starting building blocks is a major challenge in soft condensed matter. Yuan et al. [166]
have recently achieved this by exploiting the difference in the elastic response of a complex liquid crystal matrix
to light modulation.

In our work, we design synthetic active particles capable of performing fast propulsion direction reversals
by simply changing the wavelength of light, from UV to green light. In order to achieve such a model system,
we take advantage of the different photocatalytic activity of a single Janus particle. Control over the surface
chemistry enables a rapid reversal of propulsion direction, as depicted in Fig. 5. Our system is nearly two-
dimensional (2D), which makes it easy to image and ideally suited to address the question of influence of the
propulsion direction reversal on the collective behaviour. As an example, we investigate the ability of these
active particles to drive the passive particles into dynamic and reversible 2D assemblies via light-switchable
propulsion. The photocatalytic decomposition of hydrogen peroxide produces concentration gradients which
depend on which side is being activated. As the particles are force-free, the phoretic forces resulting from
the concentration imbalance around the particles, need to be compensated by a directed motion subject to
fluid drag. However, the heaviness of the gold cap biases the orientation of the cap relative to the wall. As a
consequence, the symmetry of the resulting hydrodynamic flow fields of the active particles depend on their
orientation. This determines interactions between active and passive particles. In addition, to investigate the
effect of cap orientation further, in a separate experiment we use additional external magnetic field to control
the cap orientation and show that the interaction between active and passive particles can be switched between
attractive to repulsive and vice-versa by changing the cap orientation. Next, we study phoretic flow fields
created by active particles attached to a wall with the cap orientation being fixed. These experiments are also
used to better understand the flow fields around individual particles.

From the point of view of modelling, we propose a minimal hydrodynamic description. Firstly, we analyse
the clustering behaviour observed around active particles in groups. Previous theoretical studies have predicted
the hydrodynamically mediated diffusiophoretic attraction and repulsion between the pairs of isotropic particles
would lead to clustering and self-propulsion of their assemblies [167]. In our experiments, when a cluster of
isotropic TiO2 particles is exposed to UV illumination, surprisingly, particles start to move outwards radially.
The overlaid trajectories reveal the motion of isotropic particles, as shown in Fig. 6a-h (top). In our experiments,
we find that the average velocity of the particles versus time shows a power-law dependence V / t

�0.69. We
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Figure 6: (Top) (a-i) Response of the isotropic TiO2 particles under the illumination of UV-light. (a-h), Pho-
tos show the isotropic repulsion behaviour of individual swimmers against neighbouring particles. Overlaid
trajectories show the dynamic response of the particles. (i), The average velocity of the particles decays with
time as V / t

�0.69 and follows the predicted far-field scaling (t�2/3). The blue broken line is prediction of the
theoretical model obtained by numerical simulations. (Bottom) (j-p) Dynamic response of the passive particles
to an immobile active particle under the illumination of UV-light. (j-o), Overlaid trajectories show the pas-
sive particles experiencing isotropic repulsions and escaping radially. (p), An empirical fit of the experimental
velocity data to the predictions of the theoretical model for the dynamics of tracer particles (solid line). The
experimental average velocity over the all particles decays with time and follows the numerically-obtained flow
field produced by an immobilized active particle, modelled as a near-wall Stokeslet. Blue line is the far-field
prediction which is expected to be valid for much longer times. Scale bar is 5.0 µm. Figure reproduced from
[A3].
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Figure 7: a) (Left) Flow streamlines due to a Stokeslet (point force) perpendicular to a no-slip wall. The sucking
effect in the plane of the wall dies out with the distance d as 1/d4. b) (Right) The calculated solute concentration
field around an isotropic TiO2 particle in proximity to a wall, and the corresponding hydrodynamics flow field.
Figure reproduced from Supplementary Information to [A3].

explain this behaviour using a scaling argument by modelling the particles as sources of a solute, the gradient
of which along the surfaces of the particles gives rise to a phoretic slip [155, 168, 169], which in turn induces
flow in its surroundings. In the far field limit, an isotropic sphere produces a chemical concentration field
which dies out with distance as r

�1. If another sphere is placed at a distance l and is regarded as moving
in the concentration field of the first sphere, we find that its leading-order velocity, and finally integrate it to
find V ⇠ t

�2/3, which is very close to experimental observations. To gain a further insight into the observed
dynamics, we performed numerical simulations taking into account pairwise interactions of particles due to
their induced phoretic flows. Starting from the initial positions taken from the corresponding experiment, the
simulation shows similar trajectories. An empirical fit to the experimental data for the velocity shows good
agreement with simulations and the theoretical scaling in Fig. 6i. These experimental findings suggest that
the observed repulsive interactions between the Janus particles under UV light can be attributed to a self-
diffusiophoretic effect. On the other hand, the Janus nature of the particle greatly amplifies what effectively
can be described as a repulsive behaviour. We observe this in an experiment involving a single active Janus
particle glued to the surface and surrounded by passive tracers, as depicted in Fig. 6j-o (bottom). The repulsive
flow due to a fixed particle can be described in a minimal model by a Stokeslet near a wall [22], depicted in
Fig. 7a. In contrast to earlier work involving attraction by an immobilized active particle [170], the dynamics
in our case are restricted to a 2D plane parallel to the wall at a distance h. The velocity of a tracer depends
on the distance from the Stokeslet as R/(R

2
+ 4)

5/2, where R = r/h is the rescaled distance [171]. This
relation can be integrated numerically to find the velocity of passive tracer particles which can be empirically
fitted to the experimental data (Figure 6p). A good agreement with the experimental far-field behaviour of the
in-plane Stokeslet flow, decaying as 1/R4, is found. In the near field the Stokeslet fails to describe the observed
behaviour. This is expected, since other factors come into play (e.g., steric, slip, lubrication, and potentially
electric interactions). Furthermore, the change in illumination will only lead to the reversal of the direction of
the flow and the magnitude of the Stokeslet, not affecting its qualitative characteristics. In order to fully describe
the flow field around a phoretic sphere near a wall, we perform detailed calculations of the concentration and
flow field, which may be formulated as the Laplace and biharmonic equations, respectively, and are solved in
bi-polar coordinates. The solutions have the form of series representations. Exemplary calculations for phoretic
flows in this geometry may be found in [172],[B8]. The resulting flow field is depicted in Fig. 7b, showing clear
differences from the Stokeslet model.

In summary, in Ref. [A3] we propose a route to produce switchable photocatalytic artificial swimmers
which exhibit an almost instantaneous reversal of propulsion direction by light modulation. The fast switching
makes enables us to direct the assembly and disassembly by the control of the wavelength and intensity of
illuminating light. In the presence of many swimmers, we observe growth of active clusters as a consequence
of the solute-mediated long-range attractions. A reversal of the propulsion direction leads to the the breakage
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of clusters resembling a fission-like process. We are able to qualitatively explain the experimental results
using a simple hydrodynamic scaling. We believe that the process of forced disintegration, as opposed to free
Brownian spreading, has new dynamical features which allow greater control over the collective dynamics of
phoretic active matter. Our system, with fast-switchable interactions from attractive to repulsive and back,
paves a new way to design reconfigurable materials by sculpting them from within. Moreover, the presented
experimental system opens an avenue for developing a new theoretical framework of active systems where the
propulsion velocity can take multiple values and orientations with respect to the particle.

Artificial microswimmers near boundaries

Swimming microorganisms use myriads of different strategies to achieve propulsion or stir the suspending
fluid [173–175]. To overcome the constraint of time-reversibility of the Stokes equations governing the small-
scale motion of a viscous fluid, known as the famous Purcell’s scallop theorem [176], many of them perform a
non-reciprocal motion of their bodies. Even for an isolated swimmer hydrodynamic interactions with the envi-
ronment can gravely affect microbial dynamics [177, 178], leading to surface trapping [179], near-wall circular
motion [180], accumulation induced by boundaries [181] and by shear flow [182, 183], or swimmer reorien-
tation [184, 185]. The interaction of many swimmers leads to a rich collective behaviour, including the onset
of propagating density waves [186–193], alignment and the formation of lanes [194–197], motility-induced
phase separation [198–202] and the emergence of active turbulence [203–209]. Some swimming microbes
have evolved to sense, react and respond to external flows. Examples are N. scintillans dinoflagellates which
display bioluminescence to reduce grazing by flow-generating predators [210] and the ciliates S. ambiguum
which have developed hydrodynamic communication [211].

The long-range nature of hydrodynamic interactions in geometrical confinement can significantly alter the
behaviour of suspended particles or organisms [212]. Interfacial effects are crucial for the design of microflu-
idic systems [8, 38, 213]; they slow down translational and rotational diffusion of colloidal particles [104, 214–
216],[B11,B12], and play an important role in living systems, where walls have been shown to change the
trajectories of swimming E. coli bacteria [179, 217–221] and microalgae [222, 223]. Even the simplest the-
oretical models of bacterial motion have revealed that the dynamics of a swimmer can be surprisingly rich
[224]. It has been demonstrated that geometric confinement can conveniently be utilized to steer active col-
loids along arbitrary trajectories [225]. A theoretical analysis of detention times of microswimmers trapped
at solid surfaces has pointed at the interplay of hydrodynamic interactions and rotational noise driving the at-
tachment process [226]. Trapping in more complex geometries has been explored in the context of collisions
of swimming microbes with large obstacles [227, 228] and scattering on colloidal particles [229]. The generic
underlying mechanism is thought to play a role in important biological processes, such as the formation of
biofilms [230, 231].

The diverse phase behavior has also been confirmed in artificial systems of chemically powered diffusio-
phoretic particles [232–239], leading to a phase diagram also includes trapping, escape, and a steady hovering
state. Swimming near a boundary has been addressed using a two-dimensional singularity model combined
with a complex variable approach [240], resistive-force theory [241], and a hydrodynamic singularity repre-
sentation [144]. A number of other artificial designs have been proposed to construct and fabricate model
swimmers capable of self-propulsion in a viscous fluid by internal non-reciprocal actuation. A prominent class
among those are simple systems with only a few degrees of freedom necessary to break kinematic reversibility,
as opposed to continuous irreversible deformations or chemically-powered locomotion [174, 175, 242–245]. A
famous example of such a design is the Najafi-Golestanian swimmer [246] encompassing three aligned spheres;
their distances vary in time periodically but with phase differences. This gait leads to locomotion along straight
trajectories [247–250]. Importantly, this system has been also realized experimentally using optical tweezers
[251, 252]. Following theoretical works, a number of similar designs have been proposed: a system involving
one passive and one elastic arm [253, 254], both arms being muscle-like [255] or using a swimmer model made
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Figure 8: Sketches of the three-sphere swimmer in various geometries. (Left) A neutral three linked spheres
microswimmer close to a planar no-slip wall. The swimmer is oriented along the unit vector t̂ defined by the
azimuthal angle � and polar angle ✓. The spheres are connected to each other by dragless rods where the in-
stantaneous distances between the spheres 2 and 3 relative to the sphere 1 are denoted g and h, respectively.
Reproduced from [A6]. (Middle) The three-sphere swimmer confined between two planar parallel walls, rep-
resenting a microchannel. The sizes ai of the spheres define the swimming characteristics of the microrobot
(pusher, puller, or neutral). Reproduced from [A5]. (Right) A sketch of the 3-sphere swimmer exposed to an ex-
ternal shear flow shows the rheotactic response, leading eventually to an upstream orientation. The swimming
characteristics in the presence of an external shear flow are described in Ref. [A2].

of beads and springs [256–258]. An extension of this idea to rotational motion has also been proposed: a circle
swimmer composed of three spheres joined by two links at an angle to each other [259], linked like spokes of
a wheel [260], or forming an equilateral triangle [261]. A generalisation to a collection of N > 3 spheres has
also been analysed [262]. Further investigations explored the effect of fluid viscoelastic properties [263–269],
swimming motion close to a fluid interface [270–272] or inside a channel [273–277], and the hydrodynamic
interactions between a pair of neighboring microswimmers near a wall [278]. These simple models thus exhibit
myriads of inherently non-equilibrium dynamic phenomena. Boundaries have also been shown to induce order
in collective flows of bacterial suspensions [279–281], promising potential applications in autonomous mi-
crofluidic systems [282]. A step towards understanding these collective phenomena is to explore the dynamics
of a single model swimmer interacting with a boundary.

In the Articles [A2, A5, A6] we focus our attention on the dynamics of a Najafi-Golestanian three-sphere
swimmer in the presence of a confining boundary. We focus on the characterisation and classification of the
observed behaviour of the swimmer in confined geometry. Schematic representations of the systems considered
within this series of papers are depicted in Fig. 8. We will describe them in detail in the following. In [A6], we
describe the motion of the microswimmer near a planar hard boundary. In [A5], we perform a similar analysis in
the case when the swimmer is confined in a microchannel composed of two parallel, planar walls. In both cases,
we observe different behaviour patterns, depending on the swimmer parameters and initial position. In [A2],
we incorporate the effect of an external shear flow to study the shear-induced reorientation of the swimmer. We
see a pronounced rheotactic behaviour, leading to possible upstream motion, in agreement with observations of
bacteria in flows [283].

In the first paper of the series [A6], together with A. Daddi-Moussa-Ider, C. Hoell and H. Löwen, we
focus on the simple 3-sphere swimmer near a planar hard wall, as sketched in Fig. 8(left). First, we introduce
the model for the Stokesian dynamics of the swimmer. In this contribution, we consider a Najafi-Golestanian
swimmer composed of three identical spheres, which means that its hydrodynamic flow field has no dipolar
contribution – such a swimmer is thus called neutral. The swimmer is immersed in a quiescent fluid, and the
forces and velocities of the spheres are linearly related. We also impose the constraint of a rigid-body motion
of the swimmer. Since in microscale swimming the self-generated propulsion force and torque are balanced by
the hydrodynamic drag and torque, respectively, our model imposes this condition to determine the propulsion
velocity. The motion is driven by pre-defined oscillations of the distance between subsequent spheres. We
also allow for rotations of the spheres about the long axis of the swimmer. These properties allow us to derive
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Figure 9: (Left) State diagram illustrating the possible swimming scenarios for a three-sphere swimmer near
a wall. The dashed line bounds the geometrically accessible region. For this plot, the radii of the spheres
are taken to be a = 0.1L, with the inter-sphere average distance L. Figure reproduced from [A6]. (Right)
State diagram of swimming scenarios for neutral three-sphere swimmer confined between two parallel walls
separated by a distance H for (top) H/L = 2 and (bottom) H/L = 4. Symbols represent the final swimming
states for a given initial orientation and distance along the channel. Solid lines correspond to geometrically
excluded situations. We observe states that are similar to those seen close to a single wall, with an additional
mid-plane gliding mode. Figure reproduced from [A5].

expressions for the evolution equations for the swimmer, which we integrate numerically to find the trajectories.
Hydrodynamic interactions in simulations are calculated in an approximate way using the previously derived
expressions for the single-sphere self-mobilities by Cichocki & Jones [284]. For the pair mobility, we use the
results of Swan & Brady [30], benefiting from the fact that lower accuracy is needed in this case, as the spheres
are rather well-separated by the imposed rigid-body motion constraints.

To characterise the dynamics of the swimmer, we firstly solve the equations of motion numerically to obtain
the swimming trajectories. In the case where there is no rotational motion of the individual spheres, the motion
remains planar, and we determine the swimming state diagram for a given initial orientation and height of the
swimmer above the wall, as shown in Fig. 9(left). Depending on the parameter values, we find three possible
scenarios. The swimmer may become trapped by the wall, escape away, or undergo a non-trivial oscillatory
gliding motion. In the trapping state, the swimmer approaches the wall and gradually aligns with the wall-
normal direction. It then remains hovering at a constant height above the wall. The escaping state is observed
for swimmers initially directed away from the wall. The most interesting state, however, is the oscillatory
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gliding, where the swimmer exhibits oscillatory motion both raising and lowering the position of its center of
mass, and its orientation. Its director follows a similar oscillatory motion. This behaviour is seen only for
a region of initial conditions corresponding to low initial height and orientations close to parallel. In order
to explore the boundaries between the regions in more detail, we analyse the trajectories at the intersection
between different modes of motion, and relate the initial condition to the observed motion characteristics, such
as the amplitude and wave length of oscillations. In order to quantify the transitions, we introduce the relevant
order parameters in the system.

For the trapping–escaping transition, we choose the inverse of the peak height of the swimmer achieved
before trapping, and the inverse distance traveled along the wall corresponding to the peak. We observe that
the inverse peak height exhibits a scaling behaviour around the transition to escaping, with an exponent of 1/3.
The inverse peak position also shares this behaviour, although with a different exponent of 5/6. To study the
transition between trapping and oscillatory gliding states, we focus on the average swimming velocity parallel
to the wall, scaled by the bulk swimming velocity. As the second order parameter, we choose the oscillation
amplitude. Both proposed parameters vanish in the trapping state, as then the swimmer attains a constant height
above the wall and aligns with the vertical direction. The transition from oscillatory gliding to trapping is thus
first order, with a discontinuity of the order parameter.

To explain this transition behaviour, we developed a far-field model for the dynamics of the swimmer,
expressing the relevant mobility functions as a power series in the ratio a/z, with a being the sphere radius and
z being the wall-particle distance. Expanding up to the second order in a, and restricting to leading-order terms
in 1/z, we were thus able to derive analytical equations for the averaged dynamics of the swimmer far away
from the wall (for the position and orientation). From these equations, we identify the flow field induced by a
neutral swimmer near a wall being composed of a combination of two flow singularities: a force quadrupole
and a source dipole [122, 144]. This model allows us to find approximate trajectories, which in particular gives
us an insight into the behaviour of the order parameters. Indeed, we find analytically that the leading order
behaviour of the inverse peak height at the trapping–escaping transition scales with the 1/3 exponent, and the
inverse peak position shows the 5/6 exponent at transition, which fully explains the numerical predictions of
the fully-resolved hydrodynamic model.

In the final part, we incorporate internal rotations of the individual spheres. Adding this degree of freedom
renders the dynamics fully three-dimensional. However, upon adjusting the definition of the order parameters
in this case, and the corresponding far-field model which maps again onto a quasi-2D dynamics, we recover the
same scalings as described before. Thus we confirm that according for the dominant flow field is sufficient to
recover the general features of the dynamics of a three-sphere swimmer near a wall. Interestingly, recent exper-
imental realizations of such a swimmer using optical tweezers [251, 252] open the possibility of verification of
the proposed description in laboratory conditions.

Pursuing the method of analysis proposed in Ref. [A6], we have applied a similar modelling strategy to
the problem of motion of a three-sphere swimmer in a channel. To this end, in Ref. [A5], written in a broad
collaboration with A. Daddi-Moussa-Ider, A. Mathijssen, C. Hoell, S. Goh, J. Bławzdziewicz, A. Menzel, and
H. Löwen, we analyse the motion of a model swimmer enclosed between two planar and parallel no-slip walls,
as sketched in Fig. 8(middle). The channel height H is now another parameter influencing the dynamics. In
this study, differently to [A6], we extend our analysis from neutral to pusher- and puller-type swimmers. The
far field characteristic flows of the latter two have a dipolar character, which corresponds to a longer range
of interaction than that of a neutral swimmer. This is achieved by allowing different radii of the constituent
spheres. The kinematics of swimming are imposed identically to Ref. [A6], and the main difference is encoded
in the hydrodynamic effect of the confining walls. The Green’s function for a channel created by two parallel
planar walls was first derived by Liron and Mochon [285] by combining Fourier transforms with the image
method. Alternatively, following the method of Mathijssen et al. [41], the Green’s function may be expressed as
an infinite series of image reflections. However, we adopted a different approach based on the decomposition of
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the Fourier-transformed vector fields into components longitudinal, transverse, and normal to the walls. Upon
inversion, the Green’s functions are then expressed in terms of Bessel integrals of the first kind, and the series
can be truncated at a desired order. Here, we allow no internal rotation of the spheres, so the motion again
reduces to planar dynamics. We approximate hydrodynamic interactions by restricting to including only self-
and pair mobilities of the spheres. For the representation of the hydrodynamic mobility of spheres between two
parallel walls, we calculate the self-mobility functions by evaluating the boundary-induced corrections to the
flow field at the position of the particle using the method of reflections [7, 12]. We also verify the accuracy
of the approximation by comparing with exact multipole method results for two parallel walls [286–288]. We
evaluate the pair mobilities from the analysis of the reflection series presented in the paper. The predictions of
the full hydrodynamic model allow us again to map the phase space and identify different near-wall behaviour.
For a neutral swimmer, exemplary results are plotted in Fig. 9(right). Depending on the channel height, we
find areas of different behaviour, but most generally we can distinguish symmetrically placed trapping and
oscillatory gliding states close to either the top or bottom wall, as seen before in [A6], and a new state of
mid-plane gliding. The onset of the oscillatory behavior observed in neutral swimmers can be attributed to
the hydrodynamic quadrupole moment which rotates the swimmer away from the nearest wall [289]. Similar
persistent oscillations have also been observed for a neutral squirmer in a capillary tube [274]. The situation
becomes different for pushers and pullers. The dominant component of the flow field is now dipolar, and
not quadrupolar (as for a neutral swimmer). For pushers, with the front sphere being larger, any oscillations
are amplified and no gliding state is present. Eventually all trajectories lead to trapped states at one of the
boundaries. For pullers, with a larger aft sphere, we see a different dynamics, in which initial oscillations are
eventually damped and the swimmer exhibits a strictly horizontal gliding motion near either the upper or bottom
wall. Trapped states are also present, however, for large values of the dipolar coefficient, those are replaced
by new sliding states, in which the swimmer maintains a constant non-zero orientation and translates along
the channel walls at a constant height. We also investigated analytically the stability of swimming along the
centerline by considering perturbations around the symmetric state. We find that above a critical channel width,
a pitchfork bifurcation to oscillatory motion appears, and we characterise it analytically. Our findings may
be useful for the design of swimming microrobots in confined geometries. The characterisation of the final
dynamical states for given initial conditions might be particularly useful for designing microfluidic devices
dedicated to microswimmer manipulation and sorting. We have shown that analytical approximations can be
profitably used to describe the motion of a model microswimmer.

Both articles described above consider the influence of confining boundaries on the motion of microrobots
in a quiescent fluid. However, as mentioned in the introductory part, in many experimentally relevant situations
microscopic swimmers are exposed to an external flow. In Article [A2], we focus on the problem of cargo
transport by a simple Najafi-Golestanian swimmer [246, 290], in the presence of an external shear flow close
to a planar no-slip wall. We consider one sphere to be larger than the others to hold the payload. Depending
on whether this is the front or the aft sphere, the swimmer type is a pusher or a puller. The far-field hydro-
dynamic flow signature generated by such a pusher (puller) corresponds to an extensile (contractile) Stokes
dipole [291, 292]. We consider the dynamics of the swimmer subject to an external shear flow. For a swimmer
of length 2L and a free swimming velocity V0 (in the absence of walls), the shear flow can be characterised
by a dimensionless shear rate �̇ such that the dimensional shear rate is �̇⇤ = �̇V0/L. We determine the swim-
ming dynamics by solving for the hydrodynamic interactions between the spheres and the wall, including the
external shear flow, in the Rotne-Prager-Yamakawa approximation, which accounts for the different radii of the
particles [17]. Using the shear disturbance tensor formalism, we incorporate the effect of external flow into the
dynamics. With these components, we construct the generalised mobility tensor that relates the translational
and rotational velocities of each sphere to the hydrodynamic forces and torques. Similarly as before, the mo-
tion is determined by enforcing the net torque and force to vanish and by prescribing the oscillatory internal
kinetics. We first explore the motion under flow for swimmers starting with arbitrary orientations. Depend-
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Figure 10: Phase-space diagrams of upstream swimming, showing the dynamics in the height- orientation space
for various flow strengths. Grey lines show streamlines in the phase space, while coloured lines mark exemplary
trajectories. Background colours indicate the final state. Insets show the corresponding final-state behaviour,
with blue arrows on the axis being the director, and the black arrows above showing the net (lab frame) direction
of motion, the sum of advection and self-propulsion. (a). Pullers at �̇ = 1/3. In the red field, the swimmer ends
up swimming upstream, oriented along to the surface. Blue field corresponds to downstream parallel motion.
(b). Pullers at �̇ = 2. Green field marks downstream motion with upstream parallel orientation. (c). Pushers
at �̇ = 1/3. Brown field shows all swimmers moving upstream, oriented almost perpendicular to the surface.
The orange star indicates the final fixed point. (d). Pushers at �̇ = 1. Cyan field marks all swimmers being
advected downstream, following an indefinite tumbling motion, detached from the surface. The white arc-like
regions are geometrically inaccessible. Figure reproduced from [A2].

Figure 11: Rheotactic performance of (a) pullers and (b) pushers, as a function of the applied shear rate.
The swimmer velocity Vx(�̇) is shown in blue squares, with negative values indicating upstream motion, the
orientational angle ✓(�̇) in green open circles, and the position of the central sphere z̄(�̇) in green filled circles.
Figure reproduced from [A2].
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ing on the swimmer type (cargo pusher or puller), we find different reorientation mechanisms, however, all of
those lead to a positive rheotactic response, eventually aligning with the flow and swimming upstream. At very
strong shear, the swimming speed no longer exceeds the local flow, and swimmers are advected downstream but
they can still retain their upstream orientation. Over time, all trajectories thus converge to a two-dimensional
shear plane. Both pullers and pushers swim upstream at weak flows, but they do so in a completely different
fashion. The three-sphere pullers tend to swim almost parallel to the wall with the director slightly pointing
towards the surface. The larger back sphere tends to stick out into the stronger flow, so the puller can rotate
against the flow. This reorientation mechanism has been called the ‘weather vane effect’ [293, 294]. Impor-
tantly, the pullers align with the shear plane rather slowly. Pushers, on the other hand, tend to swim almost
perpendicular to the surface, with the director pointing slightly upstream. Since the back sphere sticks out
into the flow, it gets quickly advected downstream and the swimmer orients upstream. Because the tail sticks
out much further in this case, pushers have a much faster reorientation rate due to the stronger ’weather vane
effect’. Their cargo can therefore be exploited for enhanced rheotactic response. This fundamental geometric
difference also affects the velocity at which the two swimmer types can move against the flow. In the plane of
motion along the shear flow direction, we can quantify the swimmer dynamics in the phase space spanned by
the wall-separation distance and the director orientation, which become the natural variables for a dynamical
system we examine. We classify the rheotactic states by performing the fixed points analysis. Figure 10 shows
the evolution of these dynamics in the phase space, with the top row showing pullers and the bottom row show-
ing pushers. The steady-state swimming behaviour correspond to stable fixed points which, however, depend
on flow rates. At weak flows, the pullers mostly tend to swim upstream parallel to the surface, with a small
fraction of initial conditions leading to downstream parallel swimming. At strong flows, [Fig. 10(b)], almost
all pullers are advected downstream, showing a ‘toppling’ motion, which is transient, and the final stable state
is one with an upstream orientation on the surface. At even stronger flows, pullers are oriented upstream but
advected downstream. Pushers show a different dynamics, since both fixed points with parallel orientation are
unstable. In result, at low shear pushers tend to align with the wall-normal direction, with a little upstream bias
[Fig. 10(c)]. Regardless of the initial conditions, all pushers end in this state, marked with an orange star. As
the flow strength is increased, the phase portraits remain unchanged. At even larger flows, at �̇ = 1, the orange
star fixed point also becomes unstable, so the pushers detach from the wall and tumble downstream in arc-like
trajectories. In the following analysis, having determined the stable fixed points, we determine the properties
of these swimming modes for different shear rates. In particular, we compute the translation velocity along
the wall (negative for upstream swimming), the orientational angle and the height of the central sphere, finding
very different behaviour for pushers and pullers, as illustrated in Fig. 11. Pushers in weak flows can move
upstream swiftly at almost their free swimming speed. At higher shear rates, the velocity increases linearly,
finally leading to downstream advection at high shear. The upstream swimming velocity tends to zero around
�̇ ⇡ 1.35. Surprisingly, for pushers we see the opposite behaviour, with the upstream velocity being close to
zero in weak flows, but their alignment for stronger flows leads to an increased upstream locomotion at high
shear. We see a sharp transition around �̇ ⇡ 0.38, where the vertical position of the swimmer suddenly drops so
the upstream swimming speed jumps up. Upon increasing the flow, the velocity stays approximately constant
until the pushers detach at around �̇ ⇡ 0.56.

In summary, we show that both cargo pushers and pullers tend to swim upstream near surfaces, but in a very
different manner. The rheotactic performance can be enhanced by exploiting the cargo and tuning the geometry.
Different swimming behaviour of pushers and pullers in shear flows may be optimized for different applications.
For example, to transport cargo [295] upstream in fluctuating flows, it may be beneficial to use a puller for its
robustness, while in strong but stable flows a pusher-like swimmer can be more practical. In comparison to
existing experimental realizations, we note that for autophoretic Janus nanorods, the pullers assume a larger
tilt angle compared to pushers and they reorient faster against the flow [296], while we see that the opposite is
true for three-sphere swimmers. We conclude that the far-field hydrodynamic signature (dipole moment) might
not suffice to assess rheotactic performance. Also spherical catalytic Janus particles were observed to move
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upstream near surfaces [297]. A natural extension of our work would be to include effects of chirality, relevant
to the dynamics of spermatozoa [298, 299] and bacterial flagella [299]. The torque induced by this chirality can
lead to the emergence of new dynamical regimes accessible upon crossing threshold critical shear rates [294].
Nevertheless, our work provides important insights into the design strategies aimed at inducing and maximising
rheotactic performance.

Two-dimensional wall-bounded diffusion

In the paper [A7] we turn our attention to yet another feature of Brownian motion in confinement, namely
its reduced dimensionality which may play an important role in the development of theoretical tools for the
analysis of experimental data. The paper, co-authored by L. Koens and E. Lauga, was motivated by experi-
ments involving the two-dimensional passive diffusion of boomerang-shaped colloids tracked with video mi-
croscopy by Chakrabarty et al. [300]. The experimental procedure relies on tracking the geometric centre
of the boomerang (CoB), and the measured probability distributions for the position of this point at various
times show striking non-Gaussian tails in their probability distribution function. Hence using these data for
the characterisation of motion we might encounter anomalous diffusion, including mean drift. In the paper
[A7], we develop a general theoretical explanation for these measurements. Our idea relies on calculating the
two-dimensional probability densities at the centre of mobility of the particle (CoM), where all distributions are
Gaussian, and then transforming them to a different reference point. Our model clearly captures the experimen-
tal results, without any fitting parameters, and demonstrates that the one-dimensional probability distributions
may also exhibit strongly non-Gaussian tops. These results indicate that the choice of tracking point can cause
a considerable departure from Gaussian statistics, potentially causing some common modelling techniques to
fail.

Historically, Brownian motion of spherical particles has been characterised both theoretically [301–303]
and experimentally [304], thereby relating the internal micro-structure of a fluid to its macroscopic transport
properties. This line of thought was then expanded to more complex systems and behaviour, such as diffusing
colloids with non-spherical shapes [305, 306] or the ballistic behaviour of a particle shortly after agitation
[307]. Only relatively recently have experiments managed to probe these non-spherical [308–311] and ballistic
regimes [312]. The ability to probe anisotropic shapes has in turn revealed exciting new behaviours [300, 313],
prompting new theoretical models to explain them [314–316].

For an arbitrarily shaped three-dimensional particle moving in a Stokes flow, there exists a special point,
called the centre of mobility (CoM), at which the translation-rotation coupling mobility tensors are symmetric
[306]. This point can be found explicitly, given the mobility matrix at any point of the particle, using the
transformation rules given explicitly in Ref. [317]. At the CoM, the full probability density functions (PDFs)
remain Gaussian at all times, in agreement with the classical arguments of Brownian motion [315]. In contrast,
off this point the PDFs are not guaranteed to have the same statistics, with both the mean and mean-squared
displacement demonstrating transient behaviour not found at the CoM [308, 313, 315, 318]. These transient
effects decay with the rotational time scales of the system, and the long-time limit diffusion rates are not only
independent of position but also identical to those obtained at the CoM [318].

In a 2D system, the particle has only one rotational degree of freedom, and the centre of mobility (or its
two-dimensional analogue, the centre of hydrodynamics CoH) can be defined as the point where the translation-
rotation coupling tensors vanish and in effect there is no coupling between translations and rotation [311]. The
mobility matrix may be calculated in any frame of reference. In two dimensions, the mobility matrix is a 3⇥ 3

tensor, including a 2 ⇥ 2 translational part, a single rotational coefficient, and two coefficients coupling the
rotational to translational motion. The corresponding diffusion matrix at the CoH can be determined using the
standard two-dimensional mobility matrix transformation rules for Stokes flows [317]. Physically, the two-
dimensional centre of hydrodynamics plays an identical role to the three-dimensional CoM, in that the full
PDFs determined by tracking this point remains Gaussian at all times. Furthermore, other points will, again,
not necessarily generate the same statistics.

23



t=
 1

 s
t=

 1
0 

s
t=

 1
00

 s

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Experiment Theory Approximation

0.003

0.002

0.001

0

0.25

0.20

0.15

0.10

0.05

0

0.025

0.020

0.015

0.010

0.005

0

Figure 12: (Left) Sketch of the boomerang particle used in the experiments, where we indicate the location of
the reference point P, the geometric centre of the body (CoB) and the centre of hydrodynamics (CoM). (Right)
Two-dimensional probability distribution function, P (x, y, t), at the point P located outside the boomerang.
The experimental data (a)(d)(g), originally shown in [300], and provided by the authors to be re-plotted here.
The theoretical predictions (b)(e)(h) are obtained by numerical integration of the transformed PDF, while the
theoretical approximation (c)(f)(i) are obtained by assuming isotropic drag and expanding the resulting expres-
sion in series. Reprinted from [A7].

Ideally, experiments would only track the CoM and the CoH due to the particular simplicity of the theoreti-
cal description. However, this is often impractical, as these points can lie outside the body. Therefore, normally
measurements track a characteristic physical point of the particle, such as the geometric centre, which may ex-
perience transient, and possibly non-Gaussian statistics. In order to characterise these statistics Chakrabarty et
al. considered the two-dimensional Brownian motion of a boomerang-shaped particle [311, 313]. These shapes
are useful as the CoH of these particles lies somewhere between their two arms, and can be displaced by varying
the asymmetry in the boomerang arm lengths [311]. In order to determine the position and orientation of the
particles, high-precision tracking algorithms have been developed [319]. The works [311, 313] experimentally
showed that the mean and mean-squared displacement of a geometric point exhibited a crossover from short-
time faster to long-time slower diffusion with the short-time diffusion coefficients dependent on the points used
for tracking. This was in turn explained theoretically by solving a set of Langevin equations for the dynamics of
the moments. Though these papers fully explained the dynamics of the mean and mean-squared displacement,
they did not characterise how non-Gaussian the PDFs at the geometric point were. Chakrabarty et al. [300]
therefore aimed to characterise the two-dimensional (2D) Brownian motion of a boomerang-like particle when
tracked off the CoH and to relate it to the diffusive properties of the particle. They concluded that the PDFs for
the geometric centre (CoB, Fig. 12(left)) of the body exhibit strongly non-Gaussian tails when no initial orien-
tation is imposed. These tails are not present when tracking the CoH. Qualitative arguments presented therein
related the observations to the previously analysed general concepts of Brownian and non-Gaussian diffusion
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[320]. However, the non-Gaussian behaviour was characterised by fitting empirical relations to the measured
distributions.

In our paper, we provide a quantitative theoretical description for the PDFs observed by Chakrabarty et
al. [300]. We first write the explicit expression for the probability density function for the 2D position (x, y)
and orientation (✓) of the particle, P (x, y, ✓; t), which contains full information on the diffusive properties of
the system. When evaluated at the CoH, the translational and orientational distributions can be separated, and
both have a Gaussian structure. The Gaussian PDF can then be transformed to another reference point. The
2D position PDFs, plotted in Fig. 12 for the reference point P chosen outside of the body for illustration, are
obtained by integrating out the orientational degree of freedom. We clearly see that this specific choice of the
reference point renders PDFs which significantly deviate from the Gaussian distribution. After evaluating the
PDFs at P numerically, we provide an analytical expression for the case when the drag (or the diffusion tensor)
is isotropic using the Jacobi-Anger expansion. Both these results replicate the experimental PDFs with no free
parameters, with the diffusion coefficient being the only input. Our result emphasises that Gaussian statistics do
not apply when tracking off the CoH and provide direct interpretation for the measurements. Furthermore, the
procedure highlighted in the paper, and the results therein, are generally applicable to any particle undergoing
two-dimensional Brownian motions.

3. Summary

In conclusion, the realization of the projects constituting the presented scientific Achievement has led to a
number of interesting conclusions regarding the near-interface dynamics of colloidal particles, microscopic ar-
tificial swimmers, diffusion in the presence of boundaries, and the theoretical tools that are available to interpret
the experimental data. The results are interesting from the fundamental point of view, since we have developed
novel predictions for a number of systems that invite further studies. From an applied research perspective, our
findings prove useful for the design of microfluidic systems, where interfacial flows are the dominant shaping
mechanism, and in the design of bio-mimetic artificial microswimmers. The presented theoretical results ex-
plained, guided and inspired ongoing and upcoming experimental works. Our works contribute towards a better
understanding of the fundamental flow mechanisms at the microscopic scale.

At present, my efforts are directed towards establishing a research group and developing novel theoretical
predictions for elastic filaments in microscale flows. I continue the studies of low Reynolds number flows in
order to develop practical modelling tools. I have established a number of novel experimental collaborations and
joint projects which benefit from the theoretical input provided by my ongoing efforts in the field of microscale
fluid dynamics.
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5 PRESENTATION OF SIGNIFICANT SCIENTIFIC OR ARTISTIC ACTIVITY CAR-
RIED OUT AT MORE THAN ONE UNIVERSITY, SCIENTIFIC OR CULTURAL IN-
STITUTION, ESPECIALLY AT FOREIGN INSTITUTIONS

My other research activities involve a number of research collaborations. I started my research work in 2011 by
graduating with an M.Sc. diploma at the University of Warsaw, followed by enrollment into a Ph.D project at the
University of Warsaw under the supervision of Prof. Bogdan Cichocki, in collaboration with an experimental
group of Prof. Jan Dhont at Forschungszentrum Jülich in Germany. I graduated with a Ph.D (summa cum
laude) in 2015, and took up a David Crighton Fellowship and later a postdoctoral Mobility Plus Fellowship
at the University of Cambridge. A major part of my work started in 2015 during my postdoctoral stay as
a Research Fellow in the Department of Applied Mathematics and Theoretical Physics at the University of
Cambridge, working closely with Prof. Eric Lauga, while also pursuing other collaborations. In 2019, I was
appointed an Asisstant Professor at the Faculty of Physics, University of Warsaw, where I am in the process of
establishing a research group and a laboratory. I maintain a broad range of (mostly international) collaborations
with a number of researchers working in the United Kingdom and USA, with a number of ongoing projects.

The resulting publications [B1-B13] are listed below, in addition to the papers [A1-A9] which constitute
the scientific achievement.

Articles [B11-B13] describe the research undertaken within the Ph.D. research under the supervision of
Prof. Bogdan Cichocki. The project concerned the development of a theoretical framework necessary to
interpret the results of evanescent wave dynamic light scattering (EWDLS) experiments, performed in the
group of Prof. Jan Dhont and Peter Lang. The aim was to relate the scattered light intensity time-correlation
function with the diffusive properties of the system. In classical dynamic light scattering experiments (DLS)
[321], the decay rate of the mentioned correlation function enables one to determine the diffusion coefficient.
In a wall-bounded geometry, EWDLS experiments allow to determine the near-wall diffusion coefficients of
sub-micrometer colloidal particles. After graduating with a Ph.D. degree, I have published a paper [B10]
which continues the line of work started within the doctoral project by extending the theoretical findings from
a dilute system (realised within the Ph.D. project) to systems with a non-zero concentration of colloids. The
paper resulted from a collaboration involving experiments, extensive numerical simulation, and theoretical
predictions. My role was to develop the theoretical model and work simulation data to directly compare the
predictions to experimental results.

In the book chapter [B9], I worked with Gerhard Nägele to provide an overview of interfacial effects in
colloidal systems. The chapter discusses hydrodynamic interactions in Stokes flow, introduces the notions
of friction and mobility, and provides a description of many-body hydrodynamic interactions. In addition, we
provide insights into the physics of active systems by discussing the problem of phoretic motion and microscale
swimming.

In the article [B8], together with Eric Lauga and Sebastien Michelin, we discuss the problem of diffusio-
phoretic flow caused by the chemical activity of surfaces in a confined geometry. In this context, we propose a
microscale pumping or stirring mechanism in a channel formed by two eccentric cylinders. The inner cylinder,
being chemically active, releases or absorbs solute. The geometric asymmetry is sufficient to create a steady
concentration gradient in the space between the cylinders, which drives a Stokes flow. We analyse the structure
of this flow and describe the optimal geometric arrangement which maximises the flux of the circulating fluid.

In the article [B7], with A. Daddi-Moussa-Ider and Stephan Gekle, we derive the Green’s function for
a point force acting in a viscous fluid in the vicinity of a spherical capsule made of an elastic membrane
for the case when the point force is non-radial. In this way, we extend the previous results obtained for a
no-slip rigid spherical surface and quantify the velocity field depending on the geometry of the system and
the temporal characteristics of motion. We derive analytical expressions for the leading-order hydrodynamic
mobility of a small solid particle undergoing motion tangential to a nearby large spherical capsule whose
membrane possesses resistance toward shearing and bending. We find a low-frequency peak in the particle
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self-mobility resulting from the shearing resistance of the membrane. We also determine the in-plane mean-
square displacement for a small particle diffusing nearby and find that the membrane induces a long-range
subdiffusive regime of motion. We also consider the resulting motion of the capsule by finding a correction to
the pair-mobility function. Our analytical calculations favourably compare with our fully resolved boundary
integral simulations.

In the articles [B5] and [B6], with A. Daddi-Moussa-Ider and Stephan Gekle, we focus on the problem
of motion of a small colloid inside an elastic tube. Elastic channels are an important part of numerous soft
matter systems, in which hydrodynamic interactions with membranes determine the behavior of particles. In
Ref. [B5], we derive analytical expressions for Green’s functions associated with a point-force directed parallel
or perpendicular to the axis of a cylindrical channel, the walls of which exhibit resistance against shearing
and bending. We use it to determine the leading order self- and pair mobility functions of particles placed on
the channel symmetry axis. We find that the mobilities are primarily determined by the membrane shearing,
while bending plays an insignificant role. We also compute and quantify the membrane deformation. Our
fully analytical calculations of the Green’s functions inside an elastic cylinder can be used as a building block
for future analysis of transport in channels. In Ref. [B6], we additionally present an analytical calculation
of the rotational mobility of a collodial particle revolving on the centerline of an elastic tube. We find that
the correction to the rotational mobility for rotation about the cylinder axis depends only on the membrane
shearing properties, while both shearing and bending contribute to the rotational mobility about a radial axis,
perpendicular to the cylinder axis. We further show a coupling between shearing and bending for the rotation
along the cylinder radial axis. In both cases, the results are verified by an excellent agreement with boundary
integral simulations.

In the article [B4], together with S.Y. Reigh and E. Lauga, we address the problem of motion of spherical
particle with a chemically active surface. This is inspired by Janus particles with the ability to move phoretically
in self-generated chemical concentration gradients, which are model systems for active matter. They typically
move in straight lines, reorienting only by rotational diffusion. In our contribution, we show theoretically
that by a pre-designed surface coverage of both activity and mobility, controlled translational and rotational
motion can be induced. This results in helical trajectories of these autonomous swimmers, where the pitch
and radius can be controlled. Building on the classical mathematical framework of diffusiophoretic motion
under a fixed-flux chemical boundary condition, we calculate the most general three-dimensional motion for
an arbitrary surface coverage of a spherical particle. After illustrating our results on surface distributions, we
next introduce a simple intuitive patch model to serve as a guide for designing arbitrary phoretic spheres in
experimental implementations.

In the article [B3], together with M. Velho-Rodrigues, R. Goldstein, and E. Lauga we present a theoretical
approach to quantifying biological diversity by characterising the statistical distribution of specific properties of
a taxonomic group or habitat. We focus on motile microorganisms living in fluid environments, which exploit
propulsion resulting from a variety of shapes and swimming strategies. In a unifying approach, we explore the
variability of swimming speed for unicellular eukaryotes based on published and available data. We see that
the data naturally partition into two categories: that from flagellates (with a small number of flagella) and from
ciliates (with a much larger number). Despite the morphological differences between these groups, each of the
two probability distributions of swimming speed are accurately represented by log-normal distributions, which
we explore in detail. Moreover, we find that scaling of the distributions by a characteristic speed for each data
set leads to a collapse onto an apparently universal distribution. Our results might suggest a universal way for
ecological niches to be populated by abundant microorganisms. This line of thought is now being continued in
an ongoing collaboration.

In the article [B2], in collaboration with A. Daddi-Moussa-Ider, H. Löwen and A. Menzel, we propose a
minimal model to explore the dynamics of a microswimmer rigidly attached to a large microplatelet, repre-
sented by a thin circular disk. This was inspired by one of the strategies being used to guide active microswim-
mers to predefined target location, thereby realizing microscale complex transport, which relied on attaching
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a microswimmer to a passive component orientable by an external field. To analyse the model, we determine
the flow field induced by a Stokeslet that is located above the center of a spatially fixed rigid disk of no-slip
surface conditions. Then we determine and analyze possible trajectories of the overall composite. To explore
the capability of external guidance, the platelet is additionally endowed with a permanent magnetic moment,
which couples to a homogeneous external magnetic field. As previous experimental studies suggest, related
setups may be helpful to guide sperm cells, or for targeted drug delivery.

The article [B1], in a large collaboration, offers a theoretical analysis of the motion of a self-propelled mi-
croswimmer moving inside a clean viscous drop or a drop covered with a homogeneously distributed surfactant.
This is inspired by biological examples in which confinement strongly affects the stability and transport proper-
ties of active suspensions. Here, we describe the interfacial viscous stresses induced by the surfactant using the
Boussinesq-Scriven constitutive rheological model. The active swimmer inside the droplet is represented by a
force dipole and the resulting fluid-mediated hydrodynamic couplings between the swimmer and the confining
drop are investigated. We find that the presence of the surfactant significantly influences the dynamics of the
entrapped swimmer by enhancing its reorientation capability. We present exact solutions for the hydrodynamic
image system for the Stokeslet and dipolar flow singularities inside the drop, both of which are represented by
infinite series of harmonic components. Our results provide insights into guiding principles for the control of
confined active matter systems.

List of publications not included as the Achievement in Sec. 4
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Löwen, A.M. Menzel, A. Daddi-Moussa-Ider,
Towards an analytical description of active microswimmers in clean and in surfactant-covered drops,
Eur. Phys. J. E 43, 58 (2020).

[B2] A. Daddi-Moussa-Ider, M. Lisicki, H. Löwen, A.M. Menzel
Dynamics of a microswimmer-microplatelet composite,
Phys. Fluids 32, 021902 (2020).

[B3] M. Lisicki, M.F. Velho Rodrigues, R.E. Goldstein, E. Lauga,
Swimming eukaryotic microorganisms exhibit a universal speed distribution
eLife 8, e44907 (2019).
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A. TEACHING EXPERIENCE

2019 – Lectures and examples classes at the University of Warsaw. Regular teaching duties of an
Assistant Professor. Courses taught: Statistical Physics (4th year; lectures and classes),
Physics of Biological Systems (monographic lecture), Hydrodynamics and Elasticity (4th
year), Advanced Hydrodynamics (monographic lecture).

2016 – 2018 Supervisions (undergraduate tutorials) in Statistical Physics (3rd year), Differential Equa-
tions (1st year), Variational Principles (2nd year) , Methods (2nd year), and Fluid Dynamics
(2nd year) at Department of Applied Mathematics and Theoretical Physics (DAMTP) and
Trinity College, University of Cambridge; ca. 60 students in total.

2013 – 2014 Examples classes in undergraduate courses: Mechanics of Continuous Media (3rd year) and
Calculus (2nd year), Faculty of Physics, University of Warsaw. Awarded the Dean’s Prize
for Teaching in the academic year 2013/2014.

B. ORGANIZATIONAL ACTIVITY

• President of Trinity College Post Doctoral Society (2017/2018), an organisation gathering over 100 post-
docs in Trinity College at the University of Cambridge.

• Member of the networking group COST Action MP1305 Flowing Matter.

• Member of the Polish Physics Olympiad Main Committee, since September 2011. Responsible for se-
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