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1 Thermodynamics

1.1 Introduction

The enormous su

ess of the Newton's equations with the subsequent development of

ele
trodynami
s did not tou
h large part of everyday's life experien
e like boiling of

water or burning wood. Wherever there was a large number of parti
les (in the mod-

ern language) these equations of Newton or Coulomb had no 
han
e of explaining any

phenomena involved. In the XIXth 
entury the e�ort to �ll this gap was undertaken by

people not 
onne
ted to physi
s or mathemati
s { the beer brewer and a do
tor. They

noti
ed that the work done on any obje
t is somehow related to heat, although the last

notion was very vague. It has taken quite some time to start to de�ne obje
ts and �nd

relations between work, heat transfer, temperature et
.

The �rst observation done millennia ago is that a body left alone in some favorable


onditions attains a state that is stable (or metastable as we now know). It was a 
ru
ial

observation that even if we start with a 
ompli
ated state of a large ma
ros
opi
 body

requiring a lot of data to des
ribe it on
e the stable state is attained it is independent of

the path leading to it and of initial 
onditions and requires only a 
ouple of numbers to

des
ribe it in the �nal equilibrium. The quest to identify those numbers led �nally to the

formulation of thermodynami
s that was purely phenomenologi
al but very su

essful.

The insight provided by thermodynami
al 
onsiderations is surprisingly ri
h and deep

taking into a

ount that in XIXth 
entury even the existen
e of atoms was un
lear, the

�rst dire
t proof being provided by Smolu
howski and Einstein in 1905. We now now

the mi
ros
opi
 
ontent of matter and we derive the thermodynami
 properties from

statisti
al physi
s but the ideas borne out in the 
ontext of thermodynami
s are still

extremely important.

As already said in thermodynami
s we assume that a given body is in an equilibrium

state { no ma
ros
opi
 properties of the body 
hange with time. Of 
ourse we 
annot

assume that it is stri
tly kept sin
e we would like to 
hange the state in some pro
esses.

To use the thermodynami
 
on
epts we assume that any pro
ess is so slow that the

system is (approximately) always in some equilibrium or extremely 
lose to it.

It is also (now) 
lear that the equilibrium state is very dynami
al and interpolates

between extremely large number of mi
rostates approximately indistinguishable among
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themselves ma
ros
opi
ally. What 
u
tuations are suÆ
iently 
lose to ea
h other and


an be treated as indistinguishable as a ma
rostate and how probable they are in 
om-

parison to the large 
u
tuations is the question that 
an be posed only within statisti
al

physi
s and will be dis
ussed at length later.

The general 
onservation of energy did not belong to the Newton's theory { in the

latter only the 
on
ept of the 
onservation of me
hani
al energy for potential for
es

was introdu
ed. The �rst quantitative observation of the possible relation of su
h a

general nature is now 
alled the �rst law of thermodynami
s. It identi�es some, as yet

not well spe
i�ed, internal energy U assumed to be the same for a given body in the

same external 
onditions. It therefore belongs to the so 
alled state fun
tions, i.e. the

numbers 
hara
terizing a given body in these 
onditions. In some instan
es it is possible

to identify what the U is 
omposed of { for example for a very weakly intera
ting gas it

should be the sum of the kineti
 energies of the parti
les of the gas.

The fundamental statement (the �rst law of thermodynami
s) reads

dU =

=

dW +

=

dQ (1.1)

where U is the internal energy of the body, W is the work done on the body and Q is the

energy in the form of heat added to the body. The �rst and se
ond notions are (more

or less) well de�ned, it is the third one that goes beyond the me
hani
al notions and

de�nitions present in the Newton's theory. Within thermodynami
s the best approa
h

is to treat this equation as a de�nition of the energy transfer in the form of heat i.e.

=

dQ = dU �

=

dW .

It is important to emphasize the usage of

=

d on the right-hand side of this equation.

The d symbol usually used un the theory of forms means a di�erential and a
ting on an

n-form produ
es an (n+1)-form. On the LHS we have this symbol sin
e we assume that

the internal energy U is a well de�ned fun
tion. However, neither the work nor the heat

transfer are well de�ned state fun
tions so we 
annot treat their 
hange as di�erentials

and that's why we use a di�erent symbol to denote their 
ontribution to the 
hange of

internal symmetry.

1.2 State functions

We will now dis
uss possible 
andidates for the state fun
tions 
hara
terizing any equi-

librium. To be more 
on
rete we dis
uss a gas in a 
ontainer. On
e the system 'settles

down' there is a number of properties that are rather obvious as state fun
tions. This

'settling down' when no further ma
ros
opi
 
hanges are observed is 
alled thermody-

nami
al equilibrium. Although the system is 
omposed of extremely large number of

parti
les the thermodynami
al equilibrium is 
hara
terized by only a few numbers (state

fun
tions).

We distinguish extensive and intensive state fun
tions. The �rst ones are propor-

tional to the size of the system; if we add two identi
al systems and negle
t their mutual

intera
tions an extensive fun
tion would double its value. As an example one 
ould

quote the internal energy U or the volume of the gas V .
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On the other hand an intensive state fun
tion for su
h a doubled system remains the

same as in ea
h of the individual systems. As an example one 
an quote here the pressure

or the temperature (although the de�nition of the latter remains to be provided).

We have to always 
ompare intensive with intensive and extensive with extensive

state fun
tions.

If we have a state fun
tion, say V , it is legitimate to use dV as a di�erential of

the state fun
tion. Sin
e pressure p is another state fun
tion for the extremely slow,

reversible pro
esses (we will dis
uss these 
onditions later on) we 
an write

=

dW = �pdV (1.2)

where the minus sign 
omes from our de�nition that

=

dW is the work performed on the

body (if the volume grows it is the body that performs work on the environment). In

the language of di�erential forms p is an integrating fa
tor sin
e it brings

=

dW to a bona

�de di�erential

�

=

dW

p

= dV (1.3)

We will now dis
uss the 'thermal' part of (1.1).

1.3 Temperature

Although the notion of being 'hotter' or '
older' is known for millennia the more pre
ise

de�nition had to wait until mid XIX 
entury. It is the 
ore of thermodynami
s so we

have to dis
uss it in great detail. As we emphasized the heat transfer

=

dQ goes beyond

the Newton's theory so we have to resort to a di�erent reasoning.

The notion of 'temperature' as state fun
tion is based on the following phenomeno-

logi
al observation. A body left alone homogenizes 'the temperature' (whatever it is) in

su
h a way that there are no internal ma
ros
opi
 heat transfers. If two bodies are in

a diabati
 (i.e. allowing for heat transfers) 
onta
t then, after some time, the 
ommon

'temperature' for both bodies is settled and there are no further heat transfers. Two

bodies have the same 'temperature' if after bringing them to a diabati
 
onta
t there

are no ma
ros
opi
 heat transfers { then we say that they are in thermal equilibrium.

On the basis of these observations a 0th Law of Thermodynami
s was proposed:

if two bodies A and B are in thermal equilibrium and also B and C are in thermal

equilibrium then also A and C are in thermal equilibrium

This simple and intuitive fa
t leads to the notion of 'temperature' as a state fun
-

tion.Imagine that the body A is in thermal 
onta
t with a 
hosen �xed body K. Then

we 
hange the state fun
tions of the body A (like its volume or pressure) in su
h a way

that the thermal 
onta
t with K does not spoil the thermal equilibrium with K { we


all su
h a hypersurfa
e isotherm. Denoting these state fun
tions by x

A

i

we 
an write

�

A

(x

A

i

) = t (1.4)
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where the fun
tion �

A

is su
h that in spite of 
hanging x

i

along the isotherm its value

does not 
hange. The 
ondition 
an be written as

d�

A

=

X

i

�

i

�

A

dx

A

i

= 0 (1.5)

when dx

A

i

are tangent to the isotherm but is non vanishing when they are not. Then

we 
an 
all �

A

an empiri
al temperature in the vi
inity of t. This pro
edure does not

spe
ify whi
h 
hoi
e of � is the most 'physi
al' or the most 
onvenient. It however

suggests the pro
edure how to de�ne empiri
al temperature for t + �t: we 
hoose dx

A

i

orthogonally to the isotherm t, 
al
ulate new t + �t, then �nd a new body K

0

that

is in thermal equilibrium with new �

A

0 and repeat the pro
edure with K

0

and t + �t

extending the de�nition to t+ 2Æt and so on. We have the freedom to reparametrize the

empiri
al temperature t ! f(t) as long as the derivative is everywhere positive. Sin
e

this pro
edure is neither unique nor the most useful, below we will introdu
e the notion

of 'absolute temperature' based on the Carnot 
y
les.

1.4 Internal energy

We will now dis
uss the notion of internal energy U used already in the First Law. We

imagine a gas in a 
ontainer that is adiabati
 i.e. to a good approximation it does not

allow for any heat transfers so that

=

dQ = 0. However, there is a possibility to provide or

extra
t energy to or from the 
ontainer by means of a piston. Then the First Law reads

dU =

=

dW (1.6)

and it seems straightforward to measure 
hanges in the internal energy U sin
e we 
an

measure very pre
isely the work done or extra
ted to or from the system.

However, we must be 
areful. Imagine two situations: the �rst one when we move the

piston extremely slowly going through intermediate equilibrium states. Then indeed the

pressure is well de�ned all along and we 
an use the formula

=

dW = �pdV . The se
ond

situation is when we violently jerk the piston. Then there will be sound waves ex
ited

in the gas and to bring the equilibrium to the system these waves should be absorbed

by the walls of the 
ontainer. Therefore even if we measure pre
isely the external work

done in the pro
ess we don't know exa
tly how mu
h energy was absorbed by gas as an

internal energy and how mu
h by the walls. We usually assume that the 
ontainer is

so big that the bulk energy absorbed is mu
h bigger than the energy absorbed by the

walls so this absorption is negligible. It may indeed be so in most situations but we have

to remember about subtleties 
onne
ted to eventual non-equlibrium intermediate states

and the exa
t energy bilan
e.

Barring these diÆ
ulties we 
an write for a situation with the walls non-permeable

to heat transfer

�U = �W (1.7)

what allows us to determine the di�eren
es of the internal energy of a given system. If

we additionally add the 
ondition that U ! 0 when the temperature goes to 0 then we

8
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an introdu
e the notion of 'absolute' internal energy. It is a state fun
tion so it does

not depend how we arrived at given 
onditions but for a given body only on the a
tual

pressure and volume or volume and temperature.

1.5 Second Law of Thermodynamics (SLT)

We will now introdu
e the notion of entropy as a 
ore notion both in thermodynam-

i
s and in statisti
al physi
s. The de�nition in statisti
al physi
s relates the entropy

with the number of mi
rostates realizing the same (within some interval) ma
rostate

- we will dis
uss it in great detail later on sin
e it is of fundamental importan
e. In

thermodynami
s, as a phenomenologi
al theory, su
h an approa
h is impossible.

It was a great a
hievement in the middle of XIXth 
entury to �nd the relevant

fun
tions of state and the integrating fa
tor (in the modern language) for

=

dQ. As we

said this notion is based on the First Law (in some spe
i�
, 
ontrolled situations)

=

dQ = dU �

=

dW (1.8)

and it de�nes the heat transfer.

We 
on�ne ourselves again to extremely slow (quasi-stati
) pro
esses. Rudolf Clau-

sius in 1850 formulated a law, the 
elebrated Se
ond Law of Thermodynami
s SLT(C)

It is impossible to devise an engine whi
h, working in a 
y
le, shall produ
e no

e�e
t other than the transfer of heat from a 
older body to a hotter body

usually quoted in the equivalent later formulation in 1851 by Kelvin SLT(K):

It is impossible to devise an engine whi
h, working in a 
y
le, would produ
e no

e�e
t other than the extra
tion of heat from a reservoir and performan
e of an

equivalent amount of me
hani
al work

We will see in a moment how these formulations are related to the most famous

statement

Entropy never de
reases

It is important to introdu
e now an idea mu
h earlier than the SLT whi
h was

a
tually a motivation to introdu
e SLT.
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2 Carnot cycle

2.1 Carnot cycle and absolute temperature

In 1824, mu
h earlier than the introdu
tion of the notion of entropy and the Se
ond Law

of Thermodynami
s, Sadi Carnot introdu
ed a 
y
le (engine) if we have at our disposal

two reservoirs of di�erent temperatures T

1

and T

2

(T

2

> T

1

).

The 
y
le is 
omposed of 4 quasi-stati
 pro
esses:

� 
onta
t with reservoir with temperature T

2

(isothermi
 expansion)

� adiabati
 expansion from T

2

to T

1

� 
onta
t with reservoir with temperature T

1

(isothermi
 
ontra
tion)

� adiabati
 
ontra
tion from T

1

to T

2

T

2

T

1

T

V

The work done by the 
ontainer after the 
y
le (sin
e the internal energy returns to its

original value)

W = Q

2

�Q

1

(2.1)

where Q

2

is the heat taken from reservoir 2 and Q

1

is the heat given to reservoir 1.

Therefore the eÆ
ien
y i.e the ratio of the work to the absorbed heat is equal to

� =

W

Q

2

= 1�

Q

1

Q

2

(2.2)
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There are two fa
ts that follow from SLT.

It was experimentally obvious for Carnot but was proven only later with SLT that if

W > 0 then also Q

2

; Q

1

> 0 (and, respe
tively, if W < 0 then also Q

2

; Q

1

< 0). Indeed,

assume that W;Q

2

> 0 and Q

1

< 0 with T

2

> T

1

. Then we take Q

2

from reservoir 2

and return W = Q

2

�Q

1

> Q

2

in the form of heat to the same reservoir { the only net

e�e
t is to transfer heat �Q1 from the 
older reservoir 1 to the hotter reservoir 2 and

this is impossible a

ording to SLT(C).

The se
ond fa
t is that the eÆ
ien
y (2.2) is the maximal one for any engine ab-

sorbing heat Q

2

and giving away heat Q

1

. Imagine that we have two su
h engines, one

Carnot and the other arbitrary, both reversible and both working between temperatures

T

2

and T

1

, T

2

> T

1

. Then

W = Q

2

�Q

1

;

~

W =

~

Q

2

�

~

Q

1

(2.3)

If we �nd su
h N and

~

N that

Q

2

~

Q

2

=

~

N

N

(2.4)

then running both engines ba
kwards, respe
tively N times and

~

N times, we get

W

tot

=

~

N

~

W �NW = (

~

N

~

Q

2

�NQ

2

)� (

~

N

~

Q

1

�NQ

1

) = �(

~

N

~

Q

1

�NQ

1

) (2.5)

But the work 
annot be positive a

ording to SLT(K) so that

~

N

~

Q

1

�NQ

1

> 0 ) Q

2

~

Q

1

�

~

Q

2

Q

1

> 0 )

~

Q

1

~

Q

2

>
Q

1

Q

2

(2.6)

hen
e

1�

Q

1

Q

2

> 1�

~

Q

1

~

Q

2

(2.7)

what was to be proven. The proof also shows that all Carnot engines working between

the same temperatures have the same eÆ
ien
y.

Based on these fa
ts about the Carnot 
y
le one introdu
es the absolute temperature

T by the relation

Q

1

T

1

=

Q

2

T

2

(2.8)

that 
onne
ts any two reservoirs by the Carnot 
y
le. Then we have the eÆ
ien
y of

the Carnot 
y
le

� = 1�

T

1

T

2

(2.9)

De�ning the temperature of some reservoir, 
onne
ting it to any other reservoir by a

Carnot 
y
le and measuring the heat transfers we 
an theoreti
ally measure the tem-

perature of any reservoir.

The de�ned temperature is usually taken as the triple point of water (point of equi-

librium of vapor, liquid and i
e) that o

urs at the pressure 611.73 Pa { then the 
or-

responding temperature is de�ned as 273.16 K. Su
h a de�nition gives the so 
alled
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absolute temperature measured in Kelvin. It 
orresponds approximately to more fre-

quently used 273.15 K at 1 atm (101 325 Pa).

There are many types of 'thermometers', easier to use than the Carnot 
y
le { from

the point of view of thermodynami
s the best are gaseous ones sin
e they approximately

are proportional to the absolute temperature.

It is important to note that su
h a temperature s
ale has a point '0' where the

eÆ
ien
y of the Carnot 
y
le is equal to 1 { the ne
essity of the existen
e of su
h an

'absolute zero' in temperature was dis
overed by William Thomson (lord Kelvin) in 1848,

hen
e the name of the unit of absolute temperature. Su
h a point 
annot be attained

sin
e extra
ting the heat is more and more diÆ
ult when we approa
h this point. The

physi
al reason for the existen
e of su
h a point 
an be justi�ed only within statisti
al

physi
s.

2.2 Entropy

Using the relation (2.8) and SLT(K) Clausius has shown that for an arbitrary 
y
le

between a given reservoir of temperature T

0

and many others with temperatures T

i

we

have along the 
y
le

X

i

Q

i

T

i

6 0 (2.10)

sin
e along the 
y
le the absorbed heat from the given reservoir is equal to

Q =

X

i

Q

i

= T

0

X

i

Q

i

T

i

(2.11)

and by SLT(K) it has to be negative.

If we additionally assume that the pro
ess is reversible then we 
an run the 
y
le in

the opposite way getting the result

X

i

Q

i

T

i

= 0 (2.12)

Therefore in a sequen
e of quasistati
, reversible pro
esses from state A to state B the

quantity

X

i

=

dQ

i

T

i

(2.13)

is independent of the path form A to B. It suggested that there exists a state fun
tion

that Clausius in 1865 
alled 'entropy' and denoted by S. The name was 
oined from

Greek en- 'in' and tropos '
hange,transformation' from Praindoeuropean trep- 'turn';

hen
e for example 'troposphere' the lowest part of the atmosphere rotating with the

Earth, 'psy
hotropi
' '
hanging the mind', 'tropi
' 'where the Sun 
hanges dire
tion'. It

is interesting to note the origin of 'energy' - it 
omes from Greek en- and ergon 'work'

from PIE 'werg'{ hen
e for example allergy ('allos' strange), argon ('not working'),

lethargy ('lethe' forgetfulness'); organ; and work itself.

13
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Therefore for quasistati
, reversible pro
esses we 
an write

=

dQ

T

= dS (2.14)

and the �rst Law reads

dU = TdS � pdV (2.15)

It is important to emphasize that the First Law in this form is valid for all quasistati


pro
esses but for not reversible ones TdS does not have the meaning of the transferred

heat and �pdV does 
orrespond to the performed work.

The fundamental role of entropy as a state fun
tion will be dis
ussed in detail in

quantum statisti
al physi
s later on sin
e only there it has a deep physi
al meaning {

in thermodynami
s its meaning is rather vague and un
lear.

2.3 Equations of state (EoS)

The First Law for a �xed number of parti
les

dU = TdS � pdV (2.16)

suggests that there are two independent state fun
tions and all the other depend on

them. It means that on top of U and S there should be a third relation involving p, V

and T . This relation is 
alled the equation of state. We will derive later on the equation

of state for the ideal gas of nonintera
ting parti
les (we assume that the number of

parti
les N is kept �xed)

pV = NkT (2.17)

where N is the number of parti
les and k := 1:380649 � 10

�23

J/K is the de�ned value

of the Boltzmann's 
onstant. Introdu
ing the more pra
ti
al measure of the number of

parti
les by de�ning a mole N

A

N

A

:= 6:02214076 � 10

23

(2.18)

we rewrite (2.17) as

pV = nRT (2.19)

where n is expressed in moles and the gas 
onstant R := N

A

k := 8:31446261815324

J/K/mol.

In
luding the other real fa
tors like the intera
tions leads to more 
ompli
ated equa-

tions. The most famous is the Van der Waals equation that takes into a

ount both the

intera
tions and the volume of the parti
les themselves { it reads

 

p +

an

2

V

2

!

(V � nb) = nRT (2.20)

b represents the volume of one mole of parti
les. It was proposed by Johannes Van

der Waals in 1873 in his PhD thesis at the University of Leiden { he postulated the

14
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existen
e of mole
ules and the for
es between them. At that time the idea of mole
ules

was generally reje
ted but the VdW equation and the explanation of liquid-gas phase

transition raised enthusiasti
 rea
tion for example from James C. Maxwell. The �rst

a
tual proof of the existen
e of mole
ules was given 30 years later by Smolu
howski and

Einstein from the theoreti
al explanation of the Brownian motion and the dipole-dipole

long range for
es between mole
ules were given the name Van der Waals for
es. To

justify the introdu
tion of a as a result of intermole
ular intera
tions we rewrite (2.20)

as

p =

nRT

V � nb

�

an

2

V

2

=

RT

v � b

�

a

v

2

(2.21)

where v is the molar volume. We see that positive a de
reases the pressure by a fa
tor

proportional to the number of pairwise attra
tive intera
tions between parti
les.

We will dis
uss this equation in detail in the 
ontext of liquid-gas phase transitions

although VdW equation of state is rather ina

urate in the liquid part (for small v). For

water in the gaseous state

a � 0:55 Pa �m

6

=mol

2

; b � 3 � 10

�5

m

3

=mol (2.22)

so it is 
lear that the VdW EoS 
annot be used in the liquid part sin
e v � 1:8 �

10

�5

m

3

=mol is less than b.
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3 Thermodynamical potentials

3.1 Thermodynamical potentials

The �rst Law of Thermodynami
s written in the form

dU = TdS � pdV (3.1)

allows to use the powerful language of di�erential forms to derive many, sometimes

very nontrivial, identities among physi
ally measured quantities. We start from using

Legendre transform to introdu
e new state fun
tions than the ones used in FLT. At this

point we assume that the number of parti
les in the system is �xed { a possibility of

the ex
hange of parti
les with the reservoir will be dis
ussed separately later.

1. Free energy F

We de�ne

F := U � TS (3.2)

Then

dF = dU � dTS � TdS = �SdT � pdV (3.3)

so that the independent variables for F are temperature and volume. Temperature

is usually mu
h more easily 
ontrolled than entropy so F is usually more useful

than the internal energy U . We have

�

�F

�T

�

V

= �S;

�

�F

�V

�

T

= �p (3.4)

For 
onstant temperature we 
an write SLT as

�Q

T

6 �S (3.5)

Hen
e

�F = �U � T�S 6 �U ��Q = �W = �W )W 6 ��F (3.6)

where W is the amount of work that the system 
an perform and the equality is

for a reversible pro
ess. For W = 0 we have the statement that F for an isolated

17
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system at 
onstant temperature does not grow and therefore the equilibrium at


onstant temperature is attained for minimal F . If two systems are in equilibrium

and in 
onta
t at a �xed temperature and their volumes are left free (but dV

1

=

�dV

2

) then

0 = dF = �p

1

dV

1

� p

2

dV

2

= �(p

1

� p

2

)dV

1

) p

1

= p

2

(3.7)

leading to an (obvious) 
on
lusion that their pressures have to be equal.

2. Enthalpy H

We de�ne

H := U + pV (3.8)

Then

dH = dU + dpV + pdV = TdS + V dp (3.9)

so that the independent variables for H are entropy and pressure. Enthalpy is very

often used in 
hemistry sin
e we often interested in the released heat of a given

rea
tion at a �xed pressure. From the 0LT we have under 
onstant pressure p

Q = U

f

� U

i

+ p(V

f

� V

i

) = H

f

�H

i

(3.10)

i.e. the absorbed or released heat is a di�eren
e of the �nal and initial enthalpies.

We have

�

�H

�S

�

p

= T;

�

�H

�p

�

S

= V (3.11)

3. Free enthalpy (Gibbs potential) G
We de�ne

G := U � TS + pV (3.12)

Then

dG = dU � dTS � TdS + dpV + pdV = �SdT + V dp (3.13)

so that the independent variables for G are temperature and pressure. It is im-

portant to emphasize that G is an extensive quantity so it 
annot depend only on

intensive quantities { it still depends on the number of parti
les N not written up

to now expli
itly.

For 
onstant temperature and pressure we 
an write SLT as

�Q

T

6 �S (3.14)

Hen
e

�G = �U � T�S + p�V 6 �U ��Q+ p�V = �W + p�V = 0 (3.15)

where the equality is for a reversible pro
ess. Then we have the statement that

G for an isolated system at 
onstant temperature and pressure does not grow

and therefore the equilibrium in these 
onditions is attained for minimal G. We

have

�

�G

�T

�

p

= �S;

�

�G

�p

�

T

= V (3.16)

18
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3.2 Thermodynamical inequalities

We assume that the system has �xed temperature T and pressure p. Then Gibbs poten-

tial G has a minimum in equilibrium. We therefore have the 
ondition that all deviations

from the equilibrium should lead to a growth of G (Æ denotes small deviations but not

in�nitesimally small)

ÆG = ÆU � TÆS + pÆV > 0 (3.17)

The two last terms are exa
t and we expand ÆU up to quadrati
 deviations in ÆS and

ÆV

ÆU =

�U

�S

ÆS +

�U

�V

ÆV +

1

2

 

�

2

U

�S

2

ÆS

2

+ 2

�

2

U

�S�V

ÆSÆV +

�

2

U

�V

2

ÆV

2

!

+ : : : (3.18)

The linear parts 
an
el in (3.17) (sin
e G is in the minimum) and the matrix of quadrati


parts should be a positive matrix what gives two 
onditions.

The �rst one reads

�

2

U

�S

2

=

�

�T

�S

�

V

=

T

T

�

�S

�T

�

V

=

T

C

V

> 0 (3.19)

i.e. spe
i�
 heat at 
onstant volume has to be positive.

The se
ond 
ondition of a positive determinant reads

�

2

U

�S

2

�

2

U

�V

2

�

 

�

2

U

�S�V

!

2

> 0 (3.20)

It 
an be written as a ja
obian

�

�

�U

�S

;

�U

�V

�

�(S; V )

=

�(T;�p)

�(S; V )

> 0 (3.21)

We transform this inequality

�

�(T; p)

�(S; V )

= �

�(T;p)

�(T;V )

�(S;V )

�(T;V )

> 0 (3.22)

and hen
e

�

�p

�V

�

T

�

�S

�T

�

V

=

T

C

V

�

�p

�V

�

T

< 0 (3.23)

i.e.

�

�p

�V

�

T

< 0 (3.24)

so pressure has to de
rease with the growth of volume.
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3.3 Maxwell relations

Assume that we have 3-dim manifold with a hypersurfa
e de�ned by f(x; y; z) = 0

and we would like to derive some identities between the partial derivatives wrt to dif-

ferent pairs of variables (sin
e only 2 are independent) { they are extensively used in

thermodynami
s.

We start with

dx =

�

�x

�y

�

z

dy +

�

�x

�z

�

y

dz

dy =

�

�y

�x

�

z

dx +

�

�y

�z

�

x

dz (3.25)

Plugging dy from the se
ond equation into the �rst we get

�

�x

�y

�

z

=

1

�

�y

�x

�

z

(3.26)

and the triple produ
t formula

�

�x

�y

�

z

�

�y

�z

�

x

�

�z

�x

�

y

= �1 (3.27)

The minus sign may seem a little surprising - we may illustrate it with an example of a

sphere (we assume below x; y; z > 0)

x

2

+ y

2

+ z

2

= R

2

)

�

�x

�y

�

z

= �

y

x

;

�

�y

�z

�

x

= �

z

y

;

�

�z

�x

�

y

= �

x

z

(3.28)

Similarly we 
an write

dx =

�

�x

�y

�

z

dy +

�

�x

�z

�

y

dz

dx =

�

�x

�y

�

w

dy +

�

�x

�w

�

y

dw (3.29)

Writing

dw =

�

�w

�y

�

z

dy +

�

�w

�z

�

y

dz (3.30)

and plugging into the previous equation we get

�

�x

�y

�

z

=

�

�x

�y

�

w

+

�

�x

�w

�

y

�

�w

�y

�

z

(3.31)

and

�

�x

�z

�

y

=

�

�x

�w

�

y

�

�w

�z

�

y

(3.32)
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We now introdu
e the so 
alled Maxwell relations.

We start (abstra
tly) with the relation

dU = T dS � pdV (3.33)

Di�erentiating with d we get

dT ^ dS = dp ^ dV (3.34)

If all these quantities depend on two variables x and y then

�

�T

�x

dx +

�T

�y

dy

�

^

�

�S

�x

dx +

�S

�y

dy

�

=

�

�p

�x

dx +

�p

�y

dy

�

^

�

�V

�x

dx +

�V

�y

dy

�

(3.35)

Gathering the 
oeÆ
ients we get

�

�T

�x

�

y

�

�S

�y

�

x

�

�

�p

�x

�

y

�

�V

�y

�

x

=

�

�T

�y

�

x

�

�S

�x

�

y

�

�

�p

�y

�

x

�

�V

�x

�

y

(3.36)

Choosing x and y as pairs out of (T; S; p; V ) we get 6 Maxwell relations. For example

for the pair (T; V ) we get

�

�S

�V

�

T

�

�

�p

�T

�

V

= 0 (3.37)

while for the pair (T; p) we get

�

�S

�p

�

T

= �

�

�V

�T

�

p

(3.38)

Another example for the pair p; V :

�

�T

�p

�

V

�

�S

�V

�

p

� 1 =

�

�T

�V

�

p

�

�S

�p

�

V

(3.39)
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4 Thermodynamical processes

4.1 Thermodynamical identities

It is important to 
onne
t the thermodynami
al notions like for example spe
i�
 heats

to the dire
tly measurable quantities like isothermi
 
ompressibility.

From FLT we have

dS =

C

V

T

dT +

1

T

��

�U

�V

�

T

+ p

�

dV (4.1)

where

C

V

=

�

�U

�T

�

V

(4.2)

A
ting with d we get

�

�

�V

�

T

�

C

V

T

�

dV ^ dT =

�

�

�T

�

V

�

1

T

�

�U

�V

�

T

+

p

T

�

dV ^ dT (4.3)

what leads to (using

�

2

U

�V �T

=

�

2

U

�T�V

)

�

�U

�V

�

T

= T

�

�p

�T

�

V

� p (4.4)

If we plug in the ideal gas EoS then we get

�

�U

�V

�

T

= 0 (4.5)

so the internal energy of an ideal gas depends only on temperature (and obviously the

number of parti
les). For the Van der Waals equation (4.30) we get a non zero result

�

�U

�V

�

T

=

an

2

V

2

)

U

n

= B(T )� a

n

V

(4.6)

so the spe
i�
 internal energy for a given temperature de
reases with density (be
ause

of attra
tive for
es between the parti
les).
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We derive more su
h identities. From S = �

�

�F

�T

�

V

we get

�

�C

V

�V

�

T

= T

�

2

S

�V �T

= �T

�

2

�T

2

�

�F

�V

�

T

= T

�

2

p

�T

2

(4.7)

Returning to the FLT we 
an write

TdS = C

V

dT + T

�

�p

�T

�

V

dV (4.8)

On the other hand starting from

dS =

1

T

dH �

V

T

dp =

1

T

 

�

�H

�T

�

p

dT +

�

�H

�p

�

T

dp

!

�

V

T

dp (4.9)

we get from ddS = 0 (

�

�H

�T

�

p

= C

p

)

�

�H

�p

�

T

= V � T

�

�V

�T

�

p

(4.10)

and then

TdS = C

p

dT � T

�

�V

�T

�

p

dp (4.11)

Introdu
ing

� :=

1

V

�

�V

�T

�

p

(
oeÆ
ient of thermal expansion)

�

T

:= �

1

V

�

�V

�p

�

T

(
oeÆ
ient of isothermal 
ompressibility)

and using

�

�p

�T

�

V

= �

1

�

�T

�V

�

p

�

�V

�p

�

T

= �

�

�V

�T

�

p

�

�V

�p

�

T

=

�

�

T

(4.12)

we 
an write

TdS = C

V

dT +

�T

�

T

dV

TdS = C

p

dT � �TV dp

Subtra
ting these two equations and treating (p; V ) as independent variables we get as

a 
oeÆ
ient in front of dV

(C

p

� C

V

)

�

�T

�V

�

p

�

�T

�

T

= 0 (4.13)

and hen
e

C

p

� C

V

=

�

2

TV

�

T

(4.14)

so it is positive.
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4.2 Joule-Thomson effect

If we de
ompress the ideal gas into the va
uum without any heat ex
hange its temper-

ature does not 
hange. However, for real gases the temperature 
hanges and that e�e
t

was dis
overed by Joule and Thomson (lord Kelvin) in 1852. It is an irreversible pro
ess

with 
onstant enthalpy what 
an be seen by the following reasoning. We have two parts

of the 
ontainer with higher pressure p

1

on one side and lower pressure p

2

on the other.

If we push a small portion of gas V

1

from one part to the other the work performed

on the portion in the �rst part is p

1

V

1

while the work performed by the portion in the

se
ond part is p

2

V

2

. The heat is equal to

Q = �U��W = (U

2

�U

1

)�(p

1

V

1

�p

2

V

2

) = (U

2

+p

2

V

2

)�(U

1

+p

1

V

1

) = H

2

�H

1

(4.15)

Sin
e Q is assumed to vanish we get H

2

= H

1

so the enthalpy is 
onstant in the pro
ess.

We want to 
al
ulate the rate of 
hange of temperature with pressure at 
onstant

enthalpy:

�

JT

:=

�

�T

�p

�

H

(4.16)

Using a triple produ
t identity we rewrite it as

�

�T

�p

�

H

= �

�

�H

�p

�

T

�

�H

�T

�

p

(4.17)

Sin
e

dH = TdS + V dp = T

 

�

�S

�T

�

p

dT +

�

�S

�p

�

T

dp

!

+ V dp (4.18)

we get

�

�H

�T

�

p

= C

p

(4.19)

Therefore (using (4.10) and the 
oeÆ
ient of thermal expansion � =

�

�V

�T

�

p

=V )

�

JT

=

V (�T � 1)

C

p

(4.20)

For an ideal gas it is identi
ally 0 but for real gases it is not and even 
hanges sign. At

room temperature all gases (ex
ept hydrogen, helium, and neon) 
ool upon expansion

(�

JT

> 0) but �

JT

de
reases with growing temperature and at some T

inv

(
alled the

inversion temperature) it 
hanges sign and above this temperature the gas warms with

de
reasing pressure. Nitrogen has inversion temperature 621 K (348

Æ

C), oxygen 764 K

(491

Æ

C) and hydrogen 202 K (-71

Æ

C).

25



4. Thermodynami
al pro
esses

4.3 Entropy of an Ideal Gas

We know the equation of state and the internal energy of an ideal gas

pV = nRT; U(T; V ) = 


v

nT (4.21)

We have

�

�U

�T

�

V

= T

�

�S

�T

�

V

T

�

�S

�V

�

T

= p +

�

�U

�V

�

T

(4.22)

Using

�

�U

�V

�

T

= 0 and solving these equations we get

S(T; V ) = 


v

n ln T + nR ln

�

V

n

�

+ 
onst (4.23)

where we added n under ln V to make S extensive. It was an argument of Gibbs that

without adding 1=n under the logarithm of V dividing (mentally) a 
ontainer into two

parts we would get a di�erent result than for the undivided 
ontainer what is nonsensi
al.

We will derive this equation (together with the value of the 
onstant) as the so 
alled

Sa
kur-Tetrode equation in the framework of the 
lassi
al statisti
al theory and dis
uss

it at length later on sin
e it was a hint on the quantum nature of matter long before

quantum me
hani
s was born. On the other hand it 
annot be the full story sin
e the

entropy diverges as T ! 0 { quantum statisti
al theory 
orre
ts this expression to avoid

su
h a 
on
lusion.

We 
an also write the formula for the entropy of an ideal gas as a fun
tion of T and

p

S(T; p) = (


v

+ R)n ln T � nR ln p + 
onst (4.24)

If we have two di�erent ideal gases with identi
al pressures and temperatures in two


ontainers of volumes V

1

and V

2

and we 
onne
t them then the di�eren
e of the �nal

entropy (entropy of mixing) reads

ÆS(T; V ) = n

1

R ln

�

V

V

1

�

+ n

2

R ln

�

V

V

2

�

= �RV (x

1

ln x

1

+ x

2

ln x

2

) > 0 (4.25)

where

x

1

=

n

1

n

1

+ n

2

; x

2

=

n

2

n

1

+ n

2

(4.26)

If we know entropy as a fun
tion of U and V we know everything about the system.

In the present 
ase we write

S(U; V ) = 


v

n ln

�

U

n

�

+ nR ln

�

V

n

�

+ 
onst (4.27)

Then we use FLT

dS =

dU

T

+

p

T

dV (4.28)
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to get

U = 


v

nT; pV = nRT (4.29)

so we re
over both the expression for U and the equation of state.

4.4 Entropy of the VdW gas

Using the EoS for the Van der Waals gas

p =

RT

v � b

�

a

v

2

(4.30)

and the result for the internal energy U (using

�

�U

�V

�

T

= T

�

�p

�T

�

V

� p;

�

�U

�T

�

V

= 


V

)

U

n

= 


v

T � a

1

v

) 


v

T =

�

U

n

+

a

v

�

(4.31)

we 
an write the FLT as

�

�S

�U

�

V

=

1

T

;

�

�S

�V

�

U

=

p

T

=

R

v � b

�

a

v

2

T

(4.32)

Hen
e we get for the VdW gas the expression for the entropy

S = 


v

n ln

�

U

n

+

a

v

�

+ nR ln (v � b) + 
onst (4.33)

We rewrite it in a slightly di�erent way

S = (


v

+ R)n ln T � nR ln

�

p +

a

v

2

�

+ 
onst (4.34)

4.5 Entropy of the gas of photons

The fundamental property of photons is that the internal energy does not depend on

the number of photons. If they are 
losed in a box then the for
e on a wall is given by

F =

2h�v

z

=


2

2L=v

z

=

h�

L

v

z




2

=

1

3

U

L

(4.35)

Hen
e

pV =

1

3

U ) p =

1

3

� (4.36)

Assuming that nothing depends on the number of photons we substitute

S = �T

m

V; p = �T

N

; ) U = 3�T

n

V (4.37)

Using

dU = TdS � pdV (4.38)
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we get

3�nT

n�1

V dT + 3�T

n

dV = �mT

m

V dT + �T

m+1

dV � �T

n

dV (4.39)

Comparing the expressions we get

� = 4�; m = 3; n = 4 (4.40)

so that

U = 3�T

4

V; p = �T

4

; S = 4�T

3

V (4.41)

and we re
over Stefan-Boltzmann law U � T

4

V .

It turns out (from the Plan
k bla
k body distribution) that

� =

�

2

k

4

45


3ℏ3
) U =

�

2

k

4

15


3ℏ3
T

4

V; S =

4�

2

k

3

45


3ℏ3
T

3

V (4.42)

the number of photons is given by

N =

2�(3)k

2

�

2




3ℏ3
T

3

V =

45�(3)

2�

4

S (4.43)
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5 Phase transitions

5.1 Chemical potential

In this se
tion we would like to generalize the FLT. The �rst natural step is to in
lude

the number of parti
les (up to now treated as 
onstant) as a fun
tion of state{ although

it is not a 
ontinuous variable even in the 
lassi
al 
ase, the number is so huge in the

generi
 systems that it 
an be approximately treated as su
h. We assume that adding

a parti
le to the system 
hanges its internal energy U by the very fa
t of its presen
e.

The measure of this 
hange is the so 
alled 
hemi
al potential �. Therefore we write

dU = TdS � pdV + �dN (5.1)

Writing

dT ^ dS � dp ^ dV + d� ^ dN = 0 (5.2)

and 
hoosing di�erent 3 variables as independent leads to 20 (6!=(3! �3!) Maxwell identi-

ties with signi�
antly more 
ompli
ated manipulations than before with only 2 variables.

We would like to emphasize here one important point: if we make a Legendre trans-

form with respe
t to all extensive variables (S; V;N) and assuming that there no other

extensive variables we obtain a fun
tion of state that is extensive but formally should de-

pend only on intensive quantities and it is impossible. Therefore we draw the 
on
lusion

that su
h an equation of state should vanish (Euler equation):

U � TS + pV � �N = 0 (5.3)

A
ting with d on this equation we get

�SdT + V dp�Nd� = 0 (5.4)

what shows that (T; p; �) are not independent. If the dependen
e on N is nontrivial

(what is not the 
ase for photons) then

�

��

�T

�

p

= �s

�

��

�p

�

T

= v (5.5)
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5. Phase transitions

where s and v are spe
i�
 entropy and volume, respe
tively.

The previously introdu
ed Gibbs potential is therefore equal to

G(T; p;N) = U � TS + pV = �(T; p)N (5.6)

Sin
e G attains a minimum at a given T and p if we have two parts of a system that


an ex
hange parti
les we have

0 = �G = �

1

�N

1

+ �

2

�N

2

= �N

1

(�

1

� �

2

) ) �

1

= �

2

(5.7)

so that the 
hemi
al potentials in thermodynami
al equilibrium have to be equal.

If we plug into (5.6) the expressions for photons

U = 3�T

4

V; p = �T

4

; S = 4�T

3

V (5.8)

we get

� = 0 (5.9)


onsistently with the assumption leading to the photon EoS where nothing depends on

the number of photons.

If we plug in the expressions for ideal gas pV = RT we get

�(T; p) = f(T ) + RT ln p = �

0

(T; p = p

0

) + RT ln

p

p

0

(5.10)

where �

0

is the value at a given temperature and pressure

If we treat (T; V;N) as independent we get

dF = �SdT � pdV + �(T; V )dN (5.11)

5.2 Clausius-Clapeyron equation

We dis
uss now the liquid-gas transition. We start from the fa
t that the mass transfer

from the liquid to the gas phase and vi
e versa is at 
onstant pressure and 
onstant

temperature. As we argued the 
hemi
al potentials of both phases should be equal

but the derivatives 
an be di�erent for both phases. We re
all the equations for these

derivatives

d� = �sdT + vdp (5.12)

and therefore

�

��

�T

�

p

= �s

�

��

�p

�

T

= v (5.13)

where s and v are spe
i�
 entropy and volume, respe
tively. We will use the subs
ripts

'l' and 'g' for the liquid and gas phases respe
tively.

We write (�� = �

g

� �

l

)

�

���

�T

�

p

= �(s

g

� s

l

) = ��s < 0;

�

���

�p

�

T

= (v

g

� v

l

) = �v > 0 (5.14)

30



K.A. Meissner

We now use the identity (valid sin
e �� is a fun
tion of (T; p))

�

���

�T

�

p

�

�T

�p

�

��

�

�p

���

�

T

= �1 (5.15)

to arrive at

�

�p

�T

�

��=0

=

�

dp

dT

�

=

�s

�v

(5.16)

Sin
e T�s = Q

t

is the spe
i�
 latent heat of transition we �nally get the Clausius-

Clapeyron equation

�

dp

dT

�

=

Q

t

T�v

(5.17)

that des
ribes the 
hange of the pressure at transition as a fun
tion of temperature of

transition.

For the liquid-gas transition �v is always positive (below the 
riti
al point) but for

the solid-liquid transition it 
an have either sign { for water it is negative but for vast

majority of substan
es it is positive.

This equation is valid for the so 
alled �rst order transition when the �rst derivatives

of a state fun
tion (in this 
ase it is g) have a jump at transition.

5.3 Phase transition in VdW equation of state

If we have a maximum and a minimum (i.e. T < T




) part of the isotherm is unphysi
al

sin
e it leads to a negative 
ompressibility what points to instability. We 
an 
orre
t it

by assuming that there are two 
oexisting phases and we use only leftmost and rightmost

part of the 
urve joining them by a horizontal line. To the left we have only liquid phase

then for some volume we start to have two phases at 
onstant pressure that gradually


hange the relative abundan
e until at some volume only the gaseous phase remains and

we 
an again use the VdW equation.

If T < T




the medium part of the isotherm is non-physi
al. One usually introdu
es

the so 
alled Maxwell 
onstru
tion that will not be desr
ribed here sin
e it is non physi
al

as well. If we assume that the RHS of the 
urve des
ribing the gas phase is physi
al (what

is well justi�ed) and the LHS of the 
urve is physi
al (what is qualitatively justi�ed but

quantitatively not so) then we 
an 
onne
t the LHS with the RHS by a horizontal line

des
ribing the 
oexisten
e of the liquid and the gas phases. The question where the line

should be drawn 
an be answered in the following way.

We re
all the expression for the entropy of the VdW 
uid:

S = (


v

+ R)n ln T � nR ln

�

p +

a

v

2

�

+ 
onst (5.18)

Sin
e the phase transition is at 
onstant pressure and temperature the di�eren
e of

entropies between the RHS and the LHS should be equal to �S = �Q=T = nQ

t

=T
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where Q

t

is the latent heat of vaporization and this 
ondition gives the position of the

horizontal line. For one mole we get

�S = �R ln

 

p +

a

v

2

g

!

+ R ln

 

p +

a

v

2

l

!

=

Q

t

T

(5.19)

Hen
e

p +

a

v

2

l

p +

a

v

2

g

= exp

�

Q

t

RT

�

(5.20)

Knowing Q

t

and a and assuming that VdW EoS is valid on both sides of the 
urve we


ould �x the position of the horizontal line 
onne
ting the gas and the liquid phase.

Applying this equation to water and the liquid-vapour phase transition

a � 0:55 Pa �m

6

=mol

2

; p � 10

5

Pa; T � 373 K; v

l

� 1:8 �10

�5

m

3

v

g

� 2:2 �10

�2

m

3

(5.21)

we get

Q

t

(373 K) � 30000 J=mol (5.22)

to be 
ompared with the a
tual 40000 J/mol with the di�eren
e mostly due to inap-

pli
ability of the VdW EoS to the liquid phase of water. It is, however, important to

emphasize that this approa
h gives automati
ally Q(T




) = 0 when v

g

(T




) = v

l

(T




).

Another way to approa
h this problem is via the 
hemi
al potential. If we start from

the left part of the 
urve at some pressure and volume (p

l

; v

l

) and we go to the right

along the isotherm then the 
hemi
al potential 
hanges as

�(v) = �(v

l

) +

Z

p

p

l

dp

0

v(p

0

) (5.23)

where we used the equation ��=�p = v. Sin
e at the end on the right hand side we have

to end up with the same 
hemi
al in the gaseous phase. It gives the so 
alled Maxwell


onstru
tion giving us the pressure of liquid-gas equilibrium for a given isotherm: sin
e

�(v

g

) = �(v

l

) +

Z

v

g

v

l

dv(p� p

0

(v)) = �(v

l

) (5.24)

the areas below the horizontal p line and above this line have to be equal. This approa
h

has a drawba
k sin
e it uses the unphysi
al part of the VdW 
urve to �nd the pressure

of equilibrium at a given temperature but it is easy to visualize.

5.4 Critical point in VdW equation of state

We will now dis
uss the EoS for the Van der Waals gas

p =

RT

v � b

�

a

v

2

(5.25)
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Depending on T the isotherms 
an have purely negative

�

�p

�V

�

T

(for T > T




), one saddle

point (for T = T




), or one minimum and one maximum (for T < T




). We 
an 
al
ulate

T




�

�p

�v

�

T

= 0 = �

RT




(v




� b)

2

+

2a

v

3




 

�

2

p

�v

2

!

T

= 0 =

2RT




(v




� b)

3

�

6a

v

4




(5.26)

Hen
e

v




= 3b; RT




=

8a

27b

; p




=

a

27b

2

(5.27)

If we measure all quantities relative to the 
riti
al values we have

~p =

8

~

T

3~v � 1

�

3

~v

2

(5.28)

We 
an 
ompare the parameters of the 
riti
al point of the a
tual gases with the

VdW equation. We introdu
e

Z




=

p




v




RT




(5.29)

We read o� Z




for the VdW equation

Z

V dW




=

3

8

(5.30)

For water we have

p




� 2:2 � 10

7

Pa; v




� 56 
m

3

=mol; T




� 647K (5.31)

hen
e

Z

H

2

O




� 0:23 (5.32)

For the 
arbon dioxide we have

p




� 7:4 � 10

6

Pa; v




� 94 
m

3

=mol; T




� 304K (5.33)

hen
e

Z

CO

2




� 0:27 (5.34)

For the oxygen we have

p




� 5 � 10

6

Pa; v




� 73 
m

3

=mol; T




� 155K (5.35)

hen
e

Z

O

2




� 0:28 (5.36)

To be 
loser to the observed values we would have to assume some modi�ed equation of

state espe
ially on the liquid bran
h.
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5.5 Critical exponents

We noti
e that several quantities go to 0 when we approa
h the 
riti
al point. It is

important to ask about the rate of this approa
h { it is en
oded in the so 
alled 
riti
al

exponents. It is a very important area of resear
h in statisti
al physi
s 
onne
ted with

the 
onformal invarian
e at the 
riti
al point, 
onformal �eld theory and the renormal-

ization group introdu
ed by Kenneth Wilson. We will show the idea on the example of

VdW equation of state.

First we ask about the di�eren
e v

g

� v

l

as we approa
h T ! T




from below. An

argument would be to write

~p =

8

~

T

3~v

l

� 1

�

3

~v

2

l

=

8

~

T

3~v

g

� 1

�

3

~v

2

g

(5.37)

Cal
ulating

~

T we get

8

~

T =

(~v

l

+ ~v

g

)

~v

2

l

~v

2

g

(9~v

l

~v

g

� 3~v

l

� 3~v

g

+ 1) (5.38)

The se
ond equation is 
onne
ted to the equality of 
hemi
al potentials

0 =

Z

~v

g

~v

l

dv(~p� ~p

0

(v)) = (~v

g

� ~v

l

)~p�

8

~

T

3

ln

�

3~v

g

� 1

3~v

l

� 1

�

�

3

~v

g

+

3

~v

l

(5.39)

Solving these two equations in the vi
inity of the 
riti
al point it turns out that

1

2

(~v

g

+ ~v

l

) = 1 +

18

5

(1�

~

T ) +O((1�

~

T )

2

); ~v

g

� ~v

l

= 4(1�

~

T )

1

2

+O((1�

~

T )

3=2

) (5.40)

and writing in general

~v

g

� ~v

l

� (1�

~

T )

�

(5.41)

we have � = 1=2.

The next exponent is related to the question how the pressure 
hanges when we

approa
h the volume to v




. Sin
e �p=�v = �

2

p=�v

2

= 0 at the 
riti
al temperature and


lose to the 
riti
al pressure and density we immediately write

~p� 1 � (~v � 1)

Æ

(5.42)

with Æ = 3.

The third question 
on
erns the 
ompressibility of the gas. As we know it goes to

in�nity at the 
riti
al point and we observe that

�~p

�~v

� �6(

~

T � 1) (5.43)

so that

� = �

�~v

�~p

� (

~

T � 1)

�


(5.44)
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with 
 = 1

For real gases and liquids the 
riti
al exponents are slightly di�erent:

� � 0:32; Æ � 4:8; 
 � 1:2 (5.45)

and it is still an unsolved problem to 
al
ulate them analyti
ally in any 3-dimensional

model.
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6 Classical statistical physics

6.1 Liouville theorem

Imagine the 
ow of (q

a

; p

a

) i.e. a tube of 
lose traje
tories (in the phase spa
e). Its

volume is

Æ� = dq

1

: : : dq

n

dp

1

: : : dp

n

(6.1)

We ask what will be this in�nitesimal volume after time dt. Then

q

a

! ~q

a

= q

a

+

�H

�p

a

dt; p

a

! ~p

a

= p

a

�

�H

�q

a

dt; (6.2)

The ja
obian from � to

~

� reads

J =

 

�~q

a

�q

b

�~q

a

�p

b

�~p

a

�q

b

�~p

a

�p

b

!

(6.3)

We now use the formula

exp(Tr lnM) = detM (6.4)

for an arbitrary matrix M with positive eigenvalues. It 
an be proven using the fa
t

that any matrix 
an be brought to the diagonal (or Jordan) form by some (
omplex)

matrix A. Indeed, writing

M = 1 + Æ (6.5)

we have (M

0

is in the diagonal or Jordan form)

M

0

= AMA

�1

) Tr lnM = Tr

�

Æ +

1

2

Æ

2

+ : : :

�

= Tr

�

Æ

0

+

1

2

Æ

02

+ : : :

�

=

X

ln �

i

(6.6)

and we see that both sides of the equation (6.4) are equal to the produ
t of the eigen-

values. In our 
ase

M = 1 + Æ ) detM = 1 + TrÆ + O(Æ

2

) (6.7)

but

TrÆ =

X

a

 

�

2

H

�q

a

�p

a

�

�

2

H

�p

a

�q

a

!

dt = 0 (6.8)

so that

Æ� =

~

Æ� (6.9)

It says that 'squeezing' the traje
tories in q requires 'expanding' them in p { it resembles

quantum un
ertainty relation but it is very di�erent being purely 
lassi
al.
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6.2 Poincaré recurrence theorem

We now prove one of the most striking theorems in 
lassi
al me
hani
s.

We assume that the phase spa
e is of �nite phase volume (for example of �nite energy

and in �nite spatial volume). We 
onsider �nite time steps 0; T; 2T; : : :. The theorem

says that for any point P

0

and for any neighborhood D

0

of P

0

in the phase spa
e there

exists su
h n that

D

n

\D

0

6= ; (6.10)

where D

n

is D

0

transformed by H after time nT .

The proof 
onsists in showing that sin
e for all n regions D

n

have the same volume

then there must exist su
h n

0

and n

00

(di�erent from ea
h other) for whi
h

D

n

0

\D

n

00

6= ; (6.11)

sin
e otherwise the volume of the phase spa
e would be in�nite. Taking for example

n

0

< n

00

then a
ting with H ba
kwards n times (a
tion of the hamiltonian is reversible)

we get

D

0

\D

n

00

�n

0

6= ; (6.12)

what �nishes the proof.

6.3 Liouville’s equation

For a system of N bodies we 
an introdu
e a density on the phase spa
e �(q; p). Sin
e

the volume of the phase spa
e is 
onstant we get

d�

dt

=

��

�t

+

X

a

�

��

�q

a

_q

a

+

��

�p

a

_p

a

�

= 0 (6.13)

what gives the Liouville equation

��

�t

= �

X

a

�

��

�q

a

�H

�p

a

�

��

�p

a

�H

�q

a

�

= �f�;Hg

PB

(6.14)

where we used here the notion of a Poisson Bra
ket de�ned as

ff; gg

PB

:=

X

a

�f

�q

a

�g

�p

a

�

�f

�p

a

�g

�q

a

(6.15)

An important role is played by time independent densities for whi
h

��

�t

= 0. The

most important example of su
h stationary distributions is given by

� = �(H(q; p)) (6.16)

where H does not depend on time. Then indeed

��

�t

=

��

�H

�

�

�H

�q

a

�H

�p

a

+

�H

�p

a

�H

�q

a

�

= 0 (6.17)
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There are two most famous examples of su
h a distribution. The �rst one is the

mi
ro
anoni
al ensemble where

�(H(q; p)) = � (U �H(q; p)) (6.18)

The se
ond example of su
h a distribution is the Gibbs-Boltzmann fa
tor in the


anoni
al ensemble

�(H(q; p)) = exp

�

�

H(q; p)

kT

�

(6.19)

whi
h in 
lassi
al statisti
al physi
s for free parti
les is proven to des
ribe the most

probable distribution (if H des
ribes free parti
les the distribution is usually 
alled

Maxwell-Boltzmann distribution).

6.4 Entropy

We have introdu
ed already the 
on
ept of entropy in thermodynami
s but it is of su
h

a fundamental importan
e in many di�erent aspe
ts that we will now dis
uss it in more

detail.

As we dis
ussed the 
on
ept and the name was introdu
ed by Clausius in 1865. It

was soon used by Gibbs and Helmholtz in the de�nition of other fun
tions of state. In

1877 Ludwig Boltzmann proposed his famous formula

S = k ln 
 (6.20)

where k is a 
onstant (later renamed k

B

, the Boltzmann 
onstant) and 
 is a number

of mi
rostates realizing a given ma
rostate. It was loosely treated and understood as a

'measure of disorder' but in fa
t the equation remained totally mysterious and started

to have a meaning only 50 years later in the framework of quantum me
hani
s. About

the same time Erwin S
hr�odinger introdu
ed a 
on
ept of 'negative entropy' when some

states are distinguished and have higher probability than the others as in the example

of gene repli
ation.

John von Neumann in 1932 introdu
ed the entropy in quantum me
hani
s using the

density matrix � re
e
ting our knowledge about probabilities 
oming from the measure-

ments (and not the unitary evolution as in Heisenberg or S
hr�odinger equations). He

de�ned

S = �Tr� ln � (6.21)

For the pure state we have �

2

= � and the entropy vanishes, for the maximally mixed

state the entropy is lnN

H

where N

H

is the size of the Hilbert spa
e (for example for a

system of N spins

1

2

the maximal entropy is N ln 2). In QM it has some strange prop-

erties like the entropy of an entangled state 
an be lower than the entropy of individual


omponents but we leave it aside here. In 1948 Claude Shannon introdu
ed the same


on
ept in information theory and proved that there are intrinsi
 limits to the lossless

transmission of signals (both without noise and with noise).
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There are several properties of the de�nition

S = �

X

i

p

i

ln p

i

(6.22)

that justify its form. If we have a system 
onsisting of two subsystems A and B then

the joined probabilities are produ
ts of the individual ones

p

ik

= p

Ai

p

Bk

;

X

ik

p

ik

=

X

i

p

Ai

X

k

p

Bk

= 1 (6.23)

Then

S

AB

= �

X

ik

p

ik

ln p

ik

= �

X

ik

p

Ai

p

Bk

ln(p

Ai

p

Bk

) =

= �

X

ik

p

Ai

p

Bk

ln(p

Ai

)�

X

ik

p

Ai

p

Bk

ln(p

Bk

) = S

A

+ S

B

(6.24)

6.5 Derivation of the Gibbs-Boltzmann factor

If we have a system that we 
an divide into two subsystems that 
an be treated (in �rst

approximation) as independent and in ea
h subsystem we have energy levels E

i

1

and E

k

2

,

i; k = 1; 2; : : : then we 
an write

E

i;k

= E

i

1

+ E

k

2

(6.25)

The probability to �nd su
h a pair (again assuming independen
e) is given by

p

i;k

(E) = p

i

1

� p

k

2

(6.26)

We assume that the probabilities depend only on the energies i.e.

p

i;k

(E) = p

0

(E); p

i

1

= p

1

(E

i

); p

k

2

= p

2

(E

k

) (6.27)

Di�erentiating p

0

(E) wrt E

i

and E

k

and using (6.25) we get

� ln(p

0

(E))

�E

i

=

� ln(p

0

(E))

�E

k

)

� ln(p

1

(E

i

))

�E

i

=

� ln(p

2

(E

k

))

�E

k

(6.28)

But LHS depends only on E

i

and RHS only on E

k

so both sides have to be equal to a


onstant ��. Hen
e for all 
ases

p(E

i

) =

e

��E

i

P

i

e

��E

i

(6.29)

where we imposed that the probabilities have to be normalized to 1.

We 
an also use the original method of Boltzmann. If we divide a system into

subsystems with o

upation numbers N

i

(N

1

is a number of subsystems in the ground

state, N

2

in the �rst ex
ited state and so on) then the number of ways it 
an be done is

N !

N

1

!N

2

! : : :

(6.30)
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where N = N

1

+ N

2

+ : : :. Then we want to maximize this number (its logarithm)

keeping the total number N �xed and the total energy �xed. Therefore we have to

introdu
e Lagrange multipliers and maximize

L = ln

�

N !

N

1

!N

2

! : : :

�

+ �(N �

X

i

N

i

) + �(E �

X

i

N

i

E

i

) (6.31)

We use the Stirling approximation for large q

ln q! � q ln q � q +

1

2

ln 2�q + O(1=(12q)) (6.32)

Therefore

L � N lnN�N�

X

i

N

i

lnN

i

+

X

N

i

+�(N�

X

i

N

i

)+�(E�

X

i

N

i

E

i

)+O(ln(N

i

)) (6.33)

Di�erentiating wrt N

i

we get for ea
h i

� lnN

i

� �� �E

i

= 0 (6.34)

whi
h is the desired result.
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7 Microcanonical and canonical ensembles

7.1 Microcanonical ensemble

In 
lassi
al statisti
al physi
s we are interested in the 
lassi
al partition fun
tion. One

distinguishes di�erent ensembles: mi
ro
anoni
al (isolated, with �xed number of parti-


les and energy), 
anoni
al (with �xed number of parti
les but ex
hanging energy with

a reservoir of a given temperature) and ma
ro
anoni
al (ex
hanging both the energy

and the number of parti
les with the reservoir).

De�nition of an ensemble is not a mathemati
ally well de�ned obje
t. We imag-

ine a set of many systems with (almost) the same ma
ros
opi
 properties or the same

system (in equilibrium) seen at many times but both des
riptions are rather intuitive.

A fundamental assumption that all mi
rostates forming a given ma
rostate are equally

a

essible and should be 
ounted with equal probability (ergodi
 hypothesis) is not

rigorously proven until today.

The mi
ro
anoni
al ensemble is des
ribed by the number of parti
les and the volume

of the phase spa
e (assuming that it is �nite) with the energy U in the small interval

�U . The number of 'states' in 
lassi
al physi
s is formally in�nite so to make it well

de�ned we need to appeal to quantum physi
s where there is a heuristi
 rule that a new

state is possible when �q�p di�ers by h (the Plan
k 
onstant). Using this heuristi
 rule

we 
al
ulate the number of states in an interval �U around

Z

N

(V; U;�U) =

 

Z

U

�

Z

U��U

!

d

3N

pd

3N

q

N !h

3N

� �U

Z

d

3N

pd

3N

q

N !h

3N

Æ(U�T

N

�V

N

) (7.1)

if �U �

U

N

. 1=N ! is the Gibbs fa
tor, yet another fa
tor that 
an be justi�ed only in

quantum physi
s (indistinguishability of identi
al parti
les), although Gibbs introdu
ed

it by 
onsidering the entropy of mixing of two gases and �nding a paradox when the

gases were identi
al. Z

N

(V; U) is then the number of states around U in the interval

�U .

A

ording to the famous Boltzmann formula logarithm of Z

N

is equal to the entropy

(modulo a 
onstant)

S = k ln(W ) (7.2)
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This formula is on Boltzmann's grave in Vienna { it required an in
redible ingenuity

of Boltzmann to write it down in 1875, 25 years before the Plan
k's assumption of

quantization of photon emissions and absorptions.

It 
an be justi�ed by the formula (also given by Boltzmann in 1866)

S = �

X

P lnP (7.3)

and using equal (maximal) probability P = 1=Z

N

for all states (

P

P = 1).

In the following we put the Boltzmann's 
onstant k equal to 1 (we measure tempera-

ture in units of 8:6173332 : : : �10

�5

eV). Knowing S we 
an re
over all thermodynami
al

fun
tions in this ensemble by

dS =

1

T

dU +

p

T

dV (7.4)

i.e.

1

T

=

�

�S

�U

�

V

;

p

T

=

�

�S

�V

�

U

(7.5)

As an example let us dis
uss free non-relativisti
 parti
les. Then

Z

N

(V; U;�U) = �U

V

N




(3N�1)

N !h

3N

(2mU)

3N=2

(7.6)

where 


(3N�1)

is the volume of (3N � 1)-dimensional unit sphere




(3N�1)

=

2�

3N=2

�(3N=2)

(7.7)

Hen
e (using ln(N !) = ln(�(N + 1)) = N ln(N) �N +

1

2

ln(2�N) + O(1=N))

S

N

! ln(V=N) +

3

2

ln

�

4�mU

h

2

N

�

(7.8)

We see that without the N ! fa
tor in the denominator S would not be proportional to

N but there would be logarithmi
 
orre
tions to S=N growing like lnN . The result is

the so 
alled Sa
kur-Tetrode equation.

Hen
e we re
over the well-known results

1

T

=

3N

2U

;

p

T

=

N

V

(7.9)

7.2 Canonical ensemble

We 
onsider a small subsystem atta
hed to a large one of temperature T . The number

of states of the large system when the small one has energy E is approximately equal to

exp(S

0

(E

0

�E)) = exp

�

S

0

(E

0

)�E

dS

0

(E

0

)

dE

0

�

= exp

�

S

0

(E

0

)�

E

T

�

(7.10)
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and it des
ribes a probability of the small system's energy E when the reservoir has

temperature T .

In the 
anoni
al ensemble we do not assume that the energy is 
onstant but that the

system is immersed in a bath of temperature T and we have a Boltzmann's exponential

weight so that the probability of a given state of energy E is given by

P = e

�(F�E)

; � =

1

T

(7.11)

and F is a normalizing fa
tor. Sum of probabilities must be equal to 1 so

e

��F (V;T )

=

Z

d

3N

pd

3N

q

N !h

3N

e

��H(p;q)

(7.12)

where 1=N ! is again the Gibbs fa
tor. We know that the entropy S is given by

S = �

X

P lnP = �

X

�(F �E)e

�(F�E)

= ��F + �U (7.13)

Hen
e

F = U � TS (7.14)

and it 
an be identi�ed with the free energy.

Therefore

p = �

�

�F

�V

�

T

S = �

�

�F

�T

�

V

(7.15)

As a �rst example we 
onsider again free non-relativisti
 parti
les. Then

e

��F (V;T )

=

Z

d

3N

pd

3N

q

N !h

3N

e

��p

2

=(2m)

(7.16)

The density for one parti
le

Z

d

3

pd

3

q

h

3

e

��p

2

=(2m)

(7.17)

is 
alled Maxwell-Boltzmann distribution and was the �rst to be introdu
ed in statisti
al

physi
s.

For N parti
les we have

e

��F (V;T )

=

V

N




(3N�1)

N !h

3N

Z

p

3N�1

e

��p

2

=(2m)

dp (7.18)

The integral is straightforward and we get

e

��F (V;T )

=

V

N




(3N�1)

N !h

3N

(2m)

3N=2

�(3N=2)

�

3N=2

(7.19)

Hen
e

��F = NC

0

+N ln(V=N) �

3N

2

ln(�) (7.20)

and we re
over the known formulae.

45



7. Mi
ro
anoni
al and 
anoni
al ensembles

46



8 Grand canonical ensemble

8.1 Classical grand canonical ensemble

In the 
lassi
al setting the we assume that the system is immersed in a bath of temper-

ature T and 
hemi
al potential � and we have a Boltzmann's exponential weight. We

assign a probability for N parti
les having energy E

N

as

p

N

(E

N

) = e

�(�N�E

N

)

(8.1)

and the normalizing fa
tor 
 de�ned as

X

1

N !

e

�(
+�N�E

N

)

= 1 (8.2)

We de�ne entropy as

S = �

X

p

i

ln p

i

= �

X

1

N !

�(
+�N�E

N

)e

�(
+�N�E

N

)

= ��
��� < N > +� < E >

(8.3)

and hen
e


 = U � TS + �N = �pV (8.4)

Therefore

e

��


=

1

X

N=0

1

N !

e

��N

Z

d�

N

e

��E

N

(8.5)

8.2 Quantum grand canonical ensemble

In the quantum setting we assume dis
rete energy levels and in the grand 
anoni
al

ensemble we assume that the system is immersed in a bath of temperature T and 
hem-

i
al potential � and we have a Boltzmann's exponential weight for both so that the

probability of a given state of energy E

j

o

upied by n

i

number of parti
les is given by

P

i;j

= e

�(
+�n

i

�n

i

E

j

)

(8.6)
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where � = 1=T and 
 is a normalizing fa
tor. Sum of probabilities must be equal to 1

so

e

��
(�;V;T )

=

Y

j

X

n

i

e

�(�n

i

�n

i

E

j

)

(8.7)

We know that the entropy S is given by

S = �

X

P

i;j

lnP

i;j

= �

X

�(
+�n

i

�n

i

E

j

)e

�(
+�n

i

�n

i

E

j

)

= ��
��� < N > +�U

(8.8)

Hen
e


 = U � �N � TS = �pV (8.9)

and the average number of parti
les

< N >= �

�

�


��

�

T;V

= V

�

�p

��

�

T;V

(8.10)

Therefore

d
 = �SdT � pdV �Nd� (8.11)

For non-intera
ting fermions (o

upation numbers 0; 1)

e

��
(�;T )

=

Y

j

�

1 + e

�(��E

j

)

�

(8.12)

For non-intera
ting bosons (o

upation numbers 0; 1; 2; : : :)

e

��
(�;T )

=

Y

j

X

n

i

e

�(�n

i

�n

i

E

j

)

=

Y

j

�

1� e

�(��E

j

)

�

�1

(8.13)

giving Fermi-Dira
 and Bose-Einstein distributions respe
tively.

They give for fermions

�

�


��

=

X

j

< n

j

>=

X

j

1

e

�(E

j

��)

+ 1

(8.14)

while for bosons

�

�


��

=

X

j

< n

j

>=

X

j

1

e

�(E

j

��)

� 1

(8.15)

For bosons � 6 E

0

otherwise the expression wouldn't make sense.

Di�erentiating (8.6) on
e over � we get

�


��

X

e

�(
+�n

i

�n

i

E

j

)

+

X

n

i

e

�(
+�n

i

�n

i

E

j

)

= 0 (8.16)

and on
e again

�

2




��

2

+ �

�

�


��

�

2

+ 2�

�


��

< N > +� < N

2

>= 0 (8.17)

Hen
e

< N

2

> � < N >

2

= �T

�

2




��

2

(8.18)

so that 
u
tuations are of the order of 1=

p

N sin
e RHS is of order N .
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8.3 Planck distribution

We start from the expression for the average o

upational number as a fun
tion of energy

�

�


��

=

X

j

< n

j

>=

X

j

1

e

�(E

j

��)

� 1

(8.19)

For photons we have � = 0 so we 
an write

dE

dk

=

2V 4�k

2

~k


(2�)

3

1

e

�~k

� 1

(8.20)

where V is the volume, E = ~! = ~k
 is the energy and 2 
omes from the number of

polarizations. It is more often presented as a fun
tion of frequen
ies

dE

d!

=

V ~

�

2




3

!

3

e

�~!
� 1

(8.21)

Total energy 
ontained in a box is equal to

U =

T

4

V

(~
)3�2

Z

1

0

x

3

dx

e

x

� 1

(8.22)

The integral is equal to

Z

1

0

x

3

dx

e

x

� 1

=

Z

1

0

dxx

3

�

e

�x

+ e

�2x

+ : : :

�

= 6�(4) =

�

4

15

(8.23)

so that �nally (introdu
ing the Boltzmann's 
onstant k

B

)

U =

(k

B

T )

4

V �

2

15(~
)3
(8.24)

and the energy density

� =

U

V

=

(k

B

T )

4

�

2

15(~
)3
(8.25)

As we know the pressure is equal to

p =

1

3

� (8.26)

We 
an now 
al
ulate entropy of the photon gas

dS =

dU

T

+

pdV

T

) S =

4U

3T

(8.27)

and the number density of photons

N

V

=

(k

B

T )

3

(~
)3�2

Z

1

0

x

2

dx

e

x

� 1

=

(k

B

T )

3

2�(3)

(~
)3�2
(8.28)
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If we make small hole of surfa
e S in the 
ontainer we get the energy emitted

dE =

R

�=2

0

2� 
os(�) sin(�)d�

R

�

0

2� sin(�)d�

�S
dt =

�S
dt

4

(8.29)

we get the 
ux �

� =

(k

B

T )

4

�

2




60(~
)3
= �T

4

(8.30)

where � is the Stefan-Boltzmann 
onstant.

8.4 Distributions at low temperatures

We start from the expressions for the number of nonrelativisti
 massive parti
les

N

V

=

g8�m

3=2

p

2h

3

Z

1

0

p

�d�

e

(���)=T

� 1

=

g8�(mT )

3=2

p

2h

3

Z

1

0

p

zdz

e

z��=T

� 1

(8.31)

where g = 2s+1 is the number of degrees of freedom 
onne
ted with the spin (for massive

parti
les). This expression gives the 
hemi
al potential � as a fun
tion of temperature

and density. The energy is given by

E =

g8�m

3=2

p

2h

3

Z

1

0

�

3=2

d�

e

(���)=T

� 1

(8.32)

and the pressure (from 
 = �pV )

p =

2E

3V

=

g8

p

2�m

3=2

T

5=2

3h

3

Z

1

0

z

3=2

dz

e

z��=T

� 1

(8.33)

We now ask when these expressions go to the 
lassi
al Boltzmann expressions (with-

out �1 in the denominator). We expand (8.34

N

V

=

g8�(mT )

3=2

p

2h

3

Z

1

0

p

zdz

e

z��=T

� 1

�

g8�(mT )

3=2

p

2h

3

Z

1

0

p

zdz

�

e

�z+�=T

� e

�2z+2�=T

+ : : :

�

(8.34)

Using

Z

1

0

z

�

e

�bz

=

�(� + 1)

b

�+1

(8.35)

we get the leading expression

N

V

=

g8�(mT )

3=2

p

2h

3

Z

1

0

p

zdze

�z+�=T

=

g8�

3=2

(mT )

3=2

p

2h

3

e

�=T

(8.36)

Therefore the 
orre
tion is small when e

�=T

� 1:

e

�=T

� 1 )

N

V

�

�

mT

h

2

�

3=2

(8.37)

This 
ondition shows when the temperature is high enough for a given density to use the


lassi
al expressions (V=N)

1=3

� h=

p

mT � h=p 
orresponds to the average distan
e

between parti
les mu
h bigger than the de Broglie wavelength.
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9 Imperfect gases

9.1 Partition function with interactions

We start with the partition fun
tion in the 
anoni
al ensemble in
luding intera
tions

e

��F (V;T )

=

Z

d

3N

pd

3N

q

N !h

3N

e

��

P

p

2

i

=(2m)��U(q

i

)

(9.1)

The intera
tion over momenta gives the perfe
t gas result e

��F

p

(V;T )

=V

N

so we have

e

��F (V;T )

= e

��F

p

(V;T )

Z

d

3

q

1

: : : d

3

q

N

V

N

e

��U(q

i

)

(9.2)

We rewrite it in a slightly di�erent way

e

��F (V;T )

= e

��F

p

(V;T )

"

1 +

Z

d

3

q

1

: : : d

3

q

N

V

N

�

e

��U(q

i

)

� 1

�

#

(9.3)

so that

F (V; T ) = F

p

(V; T )� T ln

"

1 +

Z

d

3

q

1

: : : d

3

q

N

V

N

�

e

��U(q

i

)

� 1

�

#

(9.4)

Before we present a general approa
h to this problem we point out some approxima-

tions.

9.2 Approximations of the interacting partition function

We start with the approximation that there are only 2-body intera
tions, they are very

short range and the gas is very diluted. Then the vast part of the region of integration

does not 
ontribute to the integral. Negle
ting the 3-body intera
tions and expanding

ln(1 + x) � x we have

F (V; T ) = F

p

(V; T )�

TN

2

2V

2

Z

d

3

q

1

d

3

q

2

�

e

��U

12

)

� 1

�

(9.5)
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9. Imperfe
t gases

Sin
e U

12

depends only on the relative positions we 
an integrate over the 
enter of mass

positions to get

F (V; T ) = F

p

(V; T ) +

TN

2

B(T )

V

(9.6)

where

B(T ) =

1

2

Z

d

3

q

1

�

1� e

��U

1

)

�

(9.7)

If U

1

= U

12

(q

2

= 0) has �nite range this integral depends only on the temperature and

the range.

Sin
e

p = �

�

�F

�V

�

T

S = �

�

�F

�T

�

V

we have

p =

NT

V

�

1 +

NB(T )

V

�

(9.8)

so the 
orre
tion is small for large molar volumes.

We now make a di�erent approximation. We divide the region of integration into a

'hard 
ore' of radius R where U

12

!1 and the outside where U

12

< 0 and j�U

12

j � 1.

Therefore the integral (9.7) is equal to

B(T ) = b� �a (9.9)

where b = 4V

R

and

F (V; T ) = F

p

(V; T ) +

TN

2

b

V

�

N

2

a

V

: (9.10)

Adding the 
ondition that the volume 
annot be de
reased below 
ertain value we in
lude

the �rst 
orre
tion

p =

NT

V

+

TN

2

b

V

2

�

aN

2

V

2

�

NT

V �Nb

�

aN

2

V

2

(9.11)

and we re
over the van der Waals equation of state.

9.3 Cluster expansion

The free energy F is 
al
ulated for a �xed number of parti
les and it is very diÆ
ult

to get the the systemati
 expansion of the result for in
reasing N . A way to obtain the

result as an expansion not in N but in powers of density N=V is to 
al
ulate the grand


anoni
al ensemble where we use the 
hemi
al potential instead of N . We 
al
ulate now


 for the imperfe
t gas as an expansion in the number of in
luded parti
les. We write

e

��


=

1

X

N=0

1

N !

e

��N

Z

d�

N

e

��E

N

(9.12)
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We have

E

0

= 0 (9.13)

E

1

=

p

2

2m

(9.14)

E

2

=

p

2

1

2m

+

p

2

2

2m

+ U

12

(9.15)

E

3

=

p

2

1

2m

+

p

2

2

2m

+

p

2

3

2m

+ U

123

(9.16)

and so on. Integrals over the momenta 
an be performed in ea
h 
ase. Hen
e


 = �T ln

 

1 + �V +

�

2

2

Z Z

e

��U

12

dV

1

dV

2

+ : : : :::

!

(9.17)

where

� =

�

2�mT

h

2

�

3=2

e

��

(9.18)

We rewrite it as


 = �T�V � T ln

 

e

��V

 

1 + �V +

�

2

V

2

Z

e

��U

12

dV

2

+ : : : :::

!!

(9.19)

where we integrated on
e over the overall position of pairs. We 
an expand it in �:


 = �T�V � T ln

��

1� �V +

1

2

�

2

V

2

�

1

6

�

3

V

3

+ : : :

�

�

 

1 + �V +

�

2

V

2

Z

e

��U

12

dV

2

+

�

3

V

6

Z Z

e

��U

123

dV

2

dV

3

+ : : :

!!

(9.20)

Sin
e 
 = �pV and using ln(1 + x) = x� x

2

=2 + x

3

=3 : : : we get the expansion

p = T

1

X

n=1

J

n

n!

�

n

(9.21)

where we �xed the position of parti
le 1 and

J

1

= 1 (9.22)

J

2

=

Z

�

e

��U

12

� 1)

�

dV

2

(9.23)

J

3

=

Z Z

dV

2

dV

3

�

e

��U

123

� 1

�

� 3V

Z

dV

2

�

e

��U

12

� 1

�

(9.24)

We note that J

3

has a signi�
ant 
ontribution only from 
on�gurations when all three

parti
les are 
lose to ea
h other. We noti
e that if the potential U is of �nite range

(or suÆ
iently fast de
reasing with the distan
e) then all J

n

's are independent of the

volume V { they are intensive quantities as they should be.

53



9. Imperfe
t gases

The average number of parti
les

N = �

�

�


��

�

T;V

= V

�

�p

��

�

T;V

(9.25)

is equal to (

��

��

= ��)

N = V

1

X

n=1

J

n

(n� 1)!

�

n

(9.26)

Solving it with respe
t to � to a given order k and plugging into (9.21) we get the

expression for p as a fun
tion of T and N=V to the same order k in N=V { the main

problem is to a
tually 
al
ulate J

n

's...

Writing up to third order

N

V

= � + J

2

�

2

+

J

3

2

�

3

+ : : : (9.27)

we invert this relation

� =

N

V

� J

2

�

N

V

�

2

+

�

2J

2

2

�

J

3

2

��

N

V

�

3

+ : : : (9.28)

Plugging it into the expression

p

T

= � +

J

2

2

�

2

+

J

3

6

�

3

+ : : : (9.29)

we get

pV

NT

= 1�

J

2

2

�

N

V

�

+

�

J

2

2

�

J

3

3

��

N

V

�

2

+ : : : (9.30)

If we write

pV

NT

= 1 + B

2

(T )

�

N

V

�

+ B

3

(T )

�

N

V

�

2

+ : : : (9.31)

then B

2

(T ); B

3

(T ); : : : are 
alled virial 
oeÆ
ients.

9.4 Hard disks

The �rst (unrealisti
) example: we assume that the J

n

= (�1)

n+1

(n� 1)!�

1�n

0

and then

p = T�

0

ln

�

1 +

�

�

0

�

(9.32)

Then (� = N=V )

� =

�

1 +

�

�

0

) � =

�

1�

�

�

0

(9.33)

Hen
e

p = �T�

0

ln

�

1�

�

�

0

�

(9.34)
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and the pressure in this example goes to in�nity at �nite density �

0

.

The se
ond example is given by a very important model, namely the so 
alled hard

spheres model { we will dis
uss it in two dimensions i.e. hard disks. We have disks of

radius R that do not intera
t ex
ept that they are impenetrable so that their 
enters


annot have smaller distan
e than 2R. The value of J

2

is relatively easy to 
al
ulate {

any position of the se
ond disk that overlaps with the �rst disk has U

12

= 1 (and all

the other have U

12

= 0) so that

J

2

= �

Z

2R

0

2�rdr = �4�R

2

(9.35)

Therefore

N = V (� � 4�R

2

�

2

+ : : :) ) � =

N

V

+

4�R

2

N

2

V

2

+ : : : (9.36)

and from (9.30)

pV

NT

= 1 +

2�R

2

N

V

+ : : : = 1 + 2� + : : : (9.37)

where � = �R

2

N=V is the pa
king fra
tion. Sin
e the maximal 
rystalline pa
king in

2D is equal to

�

0

=

p

3�

6

(9.38)

we expe
t the pressure grow to in�nity when � ! �

0

(when all J

n

's should be taken into

a

ount) so one 
an propose

pV

NT

=

�

1�

�

�

0

�

�1

�

1�

2�

0

� 1

�

0

�

�

�1

=

�

1� 2� +

2�

0

� 1

�

2

0

�

2

�

�1

(9.39)

to reprodu
e (9.37) to the order � (when only J

2

is taken into a

ount). The exa
t

equation of state (to all orders in �) for hard disks is unknown.
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10 Debye theory of solids

10.1 Equipartition of energy

We start from the statement that every degree of freedom 
ontributes 
lassi
ally kT=2

to the energy and dis
uss the limitations of this statement from quantum me
hani
s. If

the 
ontribution to the hamiltonian from any degree of freedom q is equal to

H =

�

2

q

2

(10.1)

then the average energy 
onne
ted with this degree of freedom is equal to

h�i =

�

2

R

dqq

2

e

���q

2

=2

R

dqe

���q

2

=2

=

1

2�

=

kT

2

(10.2)

This 
on
lusion is valid even if � depends on other 
oordinates. Therefore the spe
i�


heat equals k=2 per degree of freedom

However, as was shown by Einstein in 1907, this 
on
lusion does not hold in quantum

me
hani
s as 
an be shown on an example of a harmoni
 os
illator. Classi
ally the

spe
i�
 heat should be equal to k sin
e we have two degrees of freedom. The hamiltonian

is given by

H =

1

2

(p

2

+ !

2

q

2

) (10.3)

We know that the energies of this system are given by

�

n

= ~!

�

n +

1

2

�

(10.4)

so that we 
an 
al
ulate average energy:

h�i = ~!

P

1

n=0

(n + 1=2)e

��~!(n+1=2)

P

1

n=0

e

��~!(n+1=2)

=

�

��

ln sinh(�~!=2) =

~!

2


oth(�~!=2) (10.5)

Cal
ulating the spe
i�
 heat we get


 = �k�

2

�h�i

��

= k

(�~!=2)

2

sinh

2

(�~!=2)

(10.6)

We see that for large T (small �) we indeed have 
 ! k but for small T (large �)


 ! 0. This formula explains the 'freezing' of degrees of freedom: if the �rst ex
ited
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10. Debye theory of solids

state energy is mu
h bigger than kT then this degree of freedom does not 
ontribute to

the spe
i�
 heat. For example for diatomi
 mole
ules O

2

and N

2

at room temperature

we have only 5 degrees of freedom 
ontributing, 3 translational and 2 rotational, but

the os
illational degrees of freedom do not 
ontribute sin
e ~!
os


for these mole
ules is

mu
h bigger than kT � 0:03 eV for the room temperature and hen
e the spe
i�
 heat

of air is approximately equal to 5k=2 per mole
ule.

10.2 Debye theory of specific heat of solids

Applying the rule of the equipartition of energy to solids we would expe
t that the

spe
i�
 heat should be equal to 3Nk where N is the number of atoms { it 
orresponds

to 3N translational and 3N os
illational degrees of freedom and is 
alled the Dulong-

Petit law. Applying the reasoning from quantum me
hani
s we would still expe
t the

same result even at room temperature sin
e os
illations in solids have frequen
ies of the

order of !

os


=N so mu
h lower than kT for room temperature. However, as we will

dis
uss, the energy levels in solids have mu
h more 
ompli
ated stru
ture than for the

simple harmoni
 os
illator so the formulae are more 
ompli
ated as well.

We will dis
uss the distributions for phonons to derive the formula for the spe
i�


heat of solids related to os
illation but not in
luding the ele
troni
 heat 
apa
ity (dom-

inant at very low temperatures only).

10.2.1 classical computation

If we have a 1D string of atoms with harmoni
 potential and equilibrium distan
e a we

have

m�x

n

= K(x

n+1

� x

n

) + K(x

n�1

� x

n

) (10.7)

To solve this equation we substitute

x

n

= na + e

i!t

sin(kna); �

�

a

� k �

�

a

(10.8)

to get

!

2

=

4K

m

sin

2

(ka=2) (10.9)

We write

! = !

m

sin(ka=2); !

m

=

s

4K

m

(10.10)

The group velo
ity

v

g

=

�!

�k

=

!

m

a

2


os(ka=2) =

Ka

2

m


os(ka=2) = v

g0


os(ka=2) (10.11)

Density of states in 3D (k =

2

a

ar
sin(!=!

m

); there are 2 transverse and 1 longitudinal

polarizations)

g(!)d! =

3V 4�k

2

dk

(2�)

3

=

V !

2

d!

2�

2

v

3

g0

�

1 + !

2

=(3!

2

m

) + : : :

p

1� !

2

=!

2

m

(10.12)
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Einstein has used the formula for density for one spe
i�
 frequen
y g(!) = 3NÆ(!�

!

E

) { it explained the Dulong-Petit law that the heat 
apa
ity tends to 3R for large

temperatures but was not very good in explaining low temperature behavior of heat


apa
ity.

Debye assumed that all frequen
ies are present and wrote the formula (without any


orre
tions � !

2

=!

2

m

) to use measured v

g0

) and de�ned !

D

by

3N =

Z

!

D

0

g(!)d! =

Z

!

D

0

3V !

2

d!

2�

2

v

3

g0

=

V !

3

D

2�

2

v

3

g0

(10.13)

hen
e

!

D

= v

g0

�

6��

2

�

1

3

; � = N=V (10.14)

and

g(!)d! =

9N!

2

d!

!

3

D

(10.15)

If transverse and longitudinal speeds are di�erent one may use the averaging

3

�v

3

=

2

v

3

t

+

1

v

3

l

(10.16)

Phonons are bosons so that the energy stored in phonons in temperature T is given

by

E =

Z

!

D

0

d!g(!)ℏ!
1

e

ℏ!

kT

� 1

(10.17)

The heat 
apa
ity




p

=

�E

�T

=

Z

!

D

0

d!

9Nℏ
2

!

4

!

3

D

kT

2

e

ℏ!

kT

�

e

ℏ!

kT

� 1

�

2

(10.18)

It 
an be rewritten as




p

= 9Nk

�

T

�

D

�

3

Z

�

D

=T

0

dx

x

4

e

x

(e

x

� 1)

2

(10.19)

where

�

D

=

ℏ!
D

k

(10.20)

For T � �

D

we have




p

! 9Nk

�

T

�

D

�

3

�

4�

4

15

(10.21)

while for T � �

D

we re
over the Dulong-Petit law 


p

! 3R.

This formula is in mu
h better agreement with experimentally measured values than

Einstein's but is not exa
t either. To have better des
ription one has to take into a

ount

the presen
e of (quantum) 
hara
teristi
 frequen
ies of a given 
rystal or dependen
e

of �

D

on temperature. The Debye temperatures of some of the elements (they de
rease

with the temperature to mat
h the experimental values!): aluminum 433 K, beryllium

1481 K, 
opper 347 K, lead 105 K, gold 227 K, diamond 2200 K (in room temperature

1840 K).
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10. Debye theory of solids

10.2.2 quantum counterpart of the computation in 1D

The 
lassi
al hamiltonian for a harmoni
 os
illator reads:

H =

p

2

2m

+

m!

2

x

2

2

(10.22)

In quantum me
hani
s x and p are operators where Poisson bra
kets are repla
ed by


ommutators (Dira
 1925 equations of motion, Heisenberg 1925 main idea, Born and

Jordan 1925 matrix formulation, Born, Heisenberg and Jordan 1926 textbook)

fx; pg

PB

= 1 ) [x̂; p̂℄ = iℏ (10.23)

When a
ting on fun
tions we 
an write

x̂f(x) := xf(x); p̂ := �iℏ
�f

�x

(10.24)

and the equation for the eigenstate of the hamiltonian

^

Hf = Ef (10.25)

is the S
hr�odinger equation (1926).

Hamiltonian is an operator as well:

^

H =

p̂

2

2m

+

m!

2

x̂

2

2

(10.26)

It is 
onvenient to introdu
e 
reation and annihilation operators

a :=

m!x̂ + ip̂

p

2m!ℏ
; a

y

:=

m!x̂� ip̂

p

2m!ℏ
; (10.27)

satisfying

[a; a

y

℄ = 1 (10.28)

and then

^

H = ℏ!

�

a

y

a +

1

2

�

(10.29)

Points in a phase spa
e are repla
ed by states on whi
h the operators a
t. The 
ru
ial

role is played by the va
uum state j0i{ in this 
ase we de�ne it as a state

aj0i = 0 (10.30)

We 
an 
reate other states by a
ting with a

y

jni =

1

p

n!

(a

y

)

n

j0i; a

y

jni =

p

n + 1jn + 1i; ajni =

p

njn� 1i (10.31)

where the prefa
tor is needed for hnjni = 1.
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We 
an now 
al
ulate 'quantum partition fun
tion' (E

n

= ℏ!(n +

1

2

))

Z =

1

X

n=0

e

��E

n

=

e

��ℏ!=2

1� e

��ℏ!
(10.32)

and (using

P

n=0

nexp(�ny) = exp(�y)(1 � exp(�y))

�2

)

hEi =

1

Z

1

X

n=0

ℏ!(n +

1

2

)e

��E

n

=

ℏ!

2

e

�ℏ!
+ 1

e

�ℏ!
� 1

(10.33)

For � ! 0 we have hEi ! 1=� (sin
e we have 2 degrees of freedom) and for � ! 1

we have hEi ! ℏ!=2 (sin
e it is the ground state energy). Neither Debye nor Einstein

in
luded

1

2

in their 
al
ulations but it drops out anyway when we 
al
ulate the spe
i�


heat what they were interested in.

It is interesting to note that

1

2

does not drop out if we 
al
ulate average displa
ement.

We have

x̂ =

s

ℏ

2m!

(a

y

+ a); p̂ =

s

ℏm!

2

i(a

y

� a) (10.34)

so that

hnjx̂

2

jni =

ℏ

m!

(n +

1

2

); hnjp̂

2

jni = ℏm!(n +

1

2

); (10.35)

and we re
over the Heisenberg un
ertainty relation (whi
h 
an be proven in full gener-

ality)

q

hx̂

2

ihp̂

2

i �

ℏ

2

(10.36)

and it is saturated for the va
uum state.

In higher dimensions D the 
al
ulation would be a little di�erent:

E

n

= ℏ!

�

n +

D

2

�

; degenera
y :

(n + D � 1)!

n!(D � 1)!

(10.37)

For example in 2 dimensions

Z =

1

X

n=0

(n + 1)e

��E

n

=

e

�ℏ!

(e

�ℏ!
� 1)

2

(10.38)

and the average energy

hEi =

1

Z

1

X

n=0

(n + 1)ℏ!(n + 1)e

��E

n

= ℏ!
e

�ℏ!
+ 1

e

�ℏ!
� 1

(10.39)

For � ! 0 we have hEi ! 2=� (sin
e we have 4 degrees of freedom) and for � !1 we

have hEi ! ℏ! (sin
e it is the ground state energy).
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10.3 Electronic specific heat in metals

For ele
trons we have the 
ontribution to the energy density given by the Fermi-Dira


distribution

u =

U

V

=

Z

1

0

d�g(�)�

1

e

���

F

(T )

T

+ 1

(10.40)

where �

F

(T ) is the Fermi level given by the density

n =

N

V

=

Z

1

0

d�g(�)

1

e

���

F

(T )

T

+ 1

(10.41)

(we will denote �

F

(T ) by �(T ) later on). If we use the non-relativisti
 formula (assuming

that the temperature is low enough) � = ~
2

k

2

=(2m) we have the energy density

u(T ) =

16�m

3=2

p

2h

3

Z

1

0

d�

�

3=2

e

(���(T ))=T

+ 1

(10.42)

and the density

n =

16�m

3=2

p

2h

3

Z

1

0

d�

�

1=2

e

(���(T ))=T

+ 1

(10.43)

For T = 0 we have (�

0

= �

F

(0))

n =

16�m

3=2

p

2h

3

Z

�

0

0

d��

1=2

=

32�m

3=2

3

p

2h

3

�(0)

3

2

(10.44)

and

u(0) =

3

5

n�(0) (10.45)

If we have non-zero temperature but very small (T � �

0

) we use the method of Som-

merfeld. We introdu
e a new variable x = (�� �(T ))=T and we write

n =

16�m

3=2

p

2h

3

Z

1

�

�(T )

T

dxT

(xT + �(T ))

1=2

e

x

+ 1

=

16�m

3=2

p

2h

3

Z

�(T )

T

0

dxT (�xT + �(T ))

1=2

�

1�

1

e

x

+ 1

�

+

16�m

3=2

p

2h

3

Z

1

0

dxT (xT + �(T ))

1=2

1

e

x

+ 1

=

16�m

3=2

p

2h

3

�

2

3

�(T )

3

2

+ T

2

�(T )

�

1

2

Z

1

0

dx

x

e

x

+ 1

+ O(T

4

=�(T )

5=2

�

(10.46)

up to exponentially small terms. Sin
e the integral is equal to �(2)(1 � 2=4) = �

2

=12

and the result has to be equal to (10.44) therefore we get

2

3

�(0)

3

2

=

2

3

�(T )

3

2

+ T

2

�(T )

�

1

2

�

2

12

(10.47)
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and we get

�(T ) = �(0)

 

1�

�

2

T

2

12�(0)

2

+ O(T

4

=�(0)

4

)

!

(10.48)

Repeating the same steps for the energy (10.42) we get

u =

16�m

3=2

p

2h

3

Z

1

�

�(T )

T

dxT

(xT + �(T ))

3=2

e

x

+ 1

=

16�m

3=2

p

2h

3

Z

�(T )

T

0

dxT (�xT + �(T ))

3=2

�

1�

1

e

x

+ 1

�

+

16�m

3=2

p

2h

3

Z

1

0

dxT (xT + �(T ))

3=2

1

e

x

+ 1

=

16�m

3=2

p

2h

3

�

2

5

�(T )

5

2

+ 3T

2

�(T )

1

2

Z

1

0

dx

x

e

x

+ 1

+ O(T

4

=�(T )

5=2

�

(10.49)

Therefore using (10.47) we get up to T

2

terms

u � u(0)

 

1�

5�

2

T

2

24�(0)

2

! 

1 +

5�

2

T

2

8�(0)

2

!

� u(0)

 

1 +

5�

2

T

2

12�(0)

2

!

(10.50)

where u(0) =

3

5

n�(0). Therefore the heat 
apa
ity at very low temperatures

C

p

=

�u

�T

= n

�

2

T

2�(0)

(10.51)

A
tually this formula has to be 
orre
ted by the number of ele
trons in the 
ondu
tion

band per atom v. Therefore the �nal formula is

C

p

=

�u

�T

= nv

�

2

T

2�(0)

(10.52)

so it is linear in temperature and mu
h smaller at room temperature than naively ex-

pe
ted (C

p

� nv) by the fa
tor �

2

T=(2�(0)) � 10

�2

. It is however important in 
om-

parison with the phonon heat 
apa
ity at low temperatures and the total heat 
apa
ity

of solids at small temperatures is given by




p

= �T + �T

3

(10.53)

We 
an obtain experimental � and � by making a �gure of measured 


p

=T at low

temperatures as a fun
tion of T

2

whi
h is approximately a straight line with inter
ept

� and slope �.
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11 Thermodynamics of magnetic systems

11.1 Thermodynamics of the magnetic field

It is interesting to note that in the 
ase of a magneti
 �eld des
ribed by the ve
tor

potential A the Gibbs-Boltzmann fa
tor gives

exp

 

�

(p� qA)

2

2mkT

!

= exp

 

�

m _r2

2kT

!

(11.1)

and it is the same distribution in velo
ities with or without the magneti
 �eld! This is

the paradox that in 
lassi
al physi
s bodies should not rea
t to a magneti
 �eld while

obviously su
h a rea
tion exists - this is solved in quantum me
hani
s where there are

quantized levels (Landau levels) and quantized spin degrees of freedom and the 
lassi
al

Gibbs-Boltzmann fa
tor does not des
ribe the real rea
tion of the bodies to the magneti


�eld.

In magneti
 systems we 
an divide any 
urrent into free 
urrents j
0

and bound


urrents

j(x) =

X

a

j
0

(x)Æ(x� x
a

) +

X

b

"

ijk

M

j

�

k

Æ(x� x
b

) + : : : (11.2)

where r � j
0

= 0 and the se
ond term is written in su
h a way to satisfy this 
ondition

automati
ally and : : : stand for higher derivatives of the delta fun
tion. Negle
ting all

higher derivatives and introdu
ing 
ontinuous 
urrent densities we write

j(x) = j
0

(x) +r�M(x) (11.3)

If the 
hanges are slow then we have the equation

r�B = �

0

j (11.4)

and rearranging we get

r� (B� �

0

M) = �

0

j
0

(11.5)

where on the RHS we have only free 
urrents. We introdu
e

H :=

1

�

0

B�M (11.6)
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we have

r�H = j
0

(11.7)

The �eld H is very useful in a
tual appli
ations sin
e most often we 
ontrol the external


urrents (in ele
trostati
s we usually 
ontrol potentials and therefore the analogous �eld

D is not so useful) but we have to remember that at the mi
ros
opi
 level we should

use only the �eld B.

We 
an now write down Maxwell equations in the presen
e of media

r �D = �

0

r�E = �

�B

�t

r �B = 0

r�H = j
0

+

�D

�t

(11.8)

where D = �

0

E + P and it is in this form that Maxwell wrote originally his equations.

Only later it be
ame 
lear that the �elds D and H are se
ondary and at the mi
ros
opi


level everything 
an (and should) be des
ribed by the �eld E and B only.

11.1.1 First Law for magnetic systems

It is not a priori obvious what expression we should use in FLT: �

0

HdM or �

0

MdH
and with whi
h sign. We now derive the appropriate formula.

If we have a large permanent magnet oriented along the x axis and 
onsider a small

body moving along the same axis approa
hing from in�nity with magnetization M(x)

then the attra
tive for
e on the body is equal to

M(x)

dH

dx

(11.9)

We want this pro
ess to be quasi-stati
 so we apply the 
ompensating external for
e so

the work done on the body is negative

W = �

Z

a

�1

M
dH

dx

dx = �

Z

H(a)

0

MdH (11.10)

But this result is a sum of magnetization work and the displa
ement so we subtra
t the

displa
ement work keeping the �nal magnetization M(a) so that the work required for

the magnetization alone is equal to

W

M

= �

Z

�1

a

M(a)

dH

dx

dx�

Z

H(a)

0

MdH =

Z

M(a)

0

HdM (11.11)

so that

dW

M

= HdM (11.12)
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11.1.2 Paramagnetism

We start from a system of magneti
 dipoles µ in the external magneti
 �eld B so that

the energy is equal to

U = �µ �B (11.13)

Then

Z

N

=

�

Z

2� sin �d�e

���B 
os �

�

N

= (4�)

N

�

sinh ��B

��B

�

N

= e

��F

(11.14)

Hen
e

U =

�(�F )

��

= �

� lnZ

N

��

= �N�B

�


oth ��B �

1

��B

�

(11.15)

For large T we get (for x! 0 we have 
oth(x) = x

�1

+ x=3 + : : :)

U = �

N�

2

�B

2

3

(11.16)

Then the magnetization M

M = �

U

B

=

N�

2

B�

3

=

N�

2

B

3kT

(11.17)

Therefore the magneti
 sus
eptibility is inversely proportional to the temperature

� =

M

NB

=

�

2

3kT

(11.18)

what is known as the Curie law (Pierre Curie established it in 1895, the year of the

marriage with Maria Sk lodowska, dis
overy of X-rays by Wilhelm R�ontgen, and the

beginning of the work on radioa
tivity by Maria that Pierre joined soon after).

In the quantum 
ase

� = g�

B

j (11.19)

where j is the total angular momentum, g is a gyromagneti
 ratio (equal to 2 for pure

ele
tron spin j = 1=2 and 1 for pure orbital moment j = l), �

B

is a Bohr magneton

�

B

=

e~

2m

e




(11.20)

(in nu
lear physi
s one uses the nu
lear magneton where m

e

! m

p

). Then the magne-

tization is equal to

M

j

= N�

P

m=j

m=�j

m

j

exp(m��H=j)

P

m=j

m=�j

exp(m��H=j)

(11.21)

The sum in the denominator 
an be easily 
al
ulated and we get

M

j

= N� ((1 + 1=(2j)) 
oth(1 + 1=(2j))��H � 1=(2j) 
oth(1=(2j))��H) (11.22)
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For j =

1

2

we get a very simple result

M

1=2

= N� tanh ��H (11.23)

what 
an be dire
tly seen from (11.21). For large temperatures we again re
over the

Curie law but with 3 times bigger magneti
 sus
eptibility than in the 
lassi
al 
ase

(whi
h 
orresponds to j !1).

11.2 Ferromagnetism

Ferromagnetism is a phenomenon in some of the transition metals or its alloys where

there is a strong intrinsi
 magneti
 �eld remaining even after the external �eld is re-

moved. Its mi
ros
opi
 derivation from �rst prin
iples is still unknown but there are

several half-phenomenologi
al des
riptions. The origin of this highly surprising, but

known from millenia, behavior is the lo
alized partial o

upation of the d and f shells

in these atoms that produ
e a very high orbital spin (s and p shell ele
trons are mostly

delo
alized and 
ontribute to the 
ondu
tivity of these elements). An e�e
tive hamilto-

nian that takes into a

ount also the Pauli ex
lusion prin
iple is the Heisenberg model

proposed in 1928:

H = �J

X

ij

S
i

� S
j

�B �

X

i

S
i

(11.24)

where the spins are usually treated quantum-me
hani
ally (if the 
oeÆ
ients J are dif-

ferent in di�erent dire
tions we get the so 
alled XXY or XY Z models). For B = 0

and vanishing temperature the ground state is either ferromagneti
 J > 0 or antiferro-

magneti
 J < 0 (however for T > 0 the system is neither ferro- nor antiferromagneti
 in

1 and 2 dimensions, these properties start from 3 dimensions). There are many general-

izations of the Heisenberg model (Hubbard model, t� J model and many others) that

are used also for other purposes and they are extensively studied both from the physi
al

and from the mathemati
al perspe
tives. There exists also a simpli�
ation of the model

is the so 
alled Ising model that was proposed earlier (1920) where only the z 
omponent

of spins is used and it is ferromagneti
 for J > 0 below some 
riti
al temperature { it

will be dis
ussed below.

Pierre Weiss proposed to use a 
hange in the derivation of the Curie law to des
ribe

the ferromagneti
 
ase (we take here the simplest 
ase j = 1=2 as an example) in the

framework of the so 
alled mean-�eld theory. The proposal 
onsists of treating H in

(11.23) as only part of the �eld and add the magnetization itself (with some 
oeÆ
ient)

m =

M

V

=

N

V

� tanh (��(H + �m)) (11.25)

Spontaneous magnetization is when there is non-zero m for vanishing external �eld H:

m =

M

V

=

N

V

� tanh(���m) (11.26)
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For T ! 0 m ! N�=V so all magnets are oriented in the same dire
tion. When we

in
rease the temperature the magnetization m de
reases and at some 
riti
al temperature

T




the equation doesn't have any nontrivial solutions and the only solution is m = 0.

Sin
e tanh x � x for small x so that

T




=

N�

2

�

V

(11.27)

For T ! T




from below we expand in T




�T to the next order (tanh x = x� x

3

=3 + : : :)

m =

N�

2

�m

V (T




� (T




� T ))

�

N�

4

�

3

m

3

3V (T




� (T




� T ))

3

+ : : : = m

�

1 +

T




� T

T




�

�

�

2

�

2

m

3

T

2




(11.28)

so that

m �

�

1�

T

T




�

1

2

(11.29)

On the other hand, if T ! T




from above we expand in H and T � T




:

��m

T




=

�(H + �m)

T

) m �

HT




�(T � T




)

(11.30)

It repla
es the Curie law and is known as the Curie-Weiss law for ferromagnets.

11.3 Ising model in 1D

The Ising model was proposed by Lenz in 1920 and solved in one dimension, therefore

without the phase transition, by E. Ising in 1925 in his do
toral dissertation. The main

result is due to L. Onsager in 1944 where the exa
t partition fun
tion for the model

in 2D in the absen
e of the magneti
 �eld B was 
al
ulated. In 1952 C.N. Yang has

proven an exa
t formula (earlier announ
ed by L. Onsager and B. Kaufman in 1949)

for the �rst derivative of the partition fun
tion of the Ising Model in 2D with respe
t

to B at B = 0 (magnetization). There are thousands of papers on the subje
t trying

to in
lude the non-vanishing magneti
 �eld and huge body of results, both numeri
al

and analyti
al, exists for the Ising on �nite latti
es. The Ising model in 2D has some

features of the genuine ferromagneti
 materials so its analysis 
an give us some insight

mu
h deeper than the mean-�eld theory (that turned out to be in
orre
t in several

respe
t in 
omparison to the Ising model).

We 
onsider N (N > 1) spins on a line with periodi
 boundary 
onditions. We

introdu
e a hamiltonian

H = �J

X

i

�

i

�

i+1

�B

X

i

�

i

: (11.31)

where the �rst sum runs over 
losest neighbours only (�

N+1

= �

1

). We assume that

J > 0 and �

i

= �1. The partition fun
tion reads

Z =

X

e

��H

(11.32)
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where the sum runs over all 
on�gurations.

We introdu
e the so 
alled transfer matrix.

M :=

 

e

�(J+B)

e

��J

e

��J

e

�(J�B)

!

(11.33)

where the upper line 
orresponds to (+;+) and (+;�) neighbouring spins and the lower

line to (�;+) and (�;�). Then

Z = TrM

N

= �

N

1

+ �

N

2

(11.34)

where �

1

; �

2

are eigenvalues of M . They 
an easily 
al
ulated from the equations

�

1

+ �

2

= TrM = 2e

�J


osh(�B); �

1

� �

2

= detM = 2 sinh(2�J); (11.35)

so that

�

1

= e

�J


osh(�B) +

q

e

2�J

sinh

2

(�B) + e

�2�J

;

�

2

= e

�J


osh(�B)�

q

e

2�J

sinh

2

(�B) + e

�2�J

(11.36)

In the limit N !1 the bigger of the eigenvalues is the only relevant one in Z so that

in the thermodynami
al limit

lnZ = ��F = N ln �

1

(11.37)

11.4 Ising model in 2D

On a 2D square latti
e with N 'spins' � = �1 we introdu
e a hamiltonian

H = �

J

2

X

i;j;i 6=j

�

i

�

j

�B

X

i

�

i

: (11.38)

where the �rst sum runs over 
losest neighbours only. We will assume that J > 0 (the

ferromagneti
 Ising model) and the system is on a square �

p

N �

p

N with periodi


boundary 
onditions. We will introdu
e the notation

x := e

��J

; z := e

�B

(11.39)

where � = 1=T and we assume that z > 1 what 
orresponds to the 
hoi
e of the dire
tion

of B.

We de�ne the normalized free energy

e

��NF

N

(x;z)

= Z

N

(x; z) =

X

e

��(E�E

0

)

(11.40)

where the sum runs over all 
on�gurations and E

0

is the lowest energy 
orresponding to

the 
on�guration with all spins pointing in the dire
tion of B for whi
h e

��E

0

= x

�N

2

z

N

.
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The goal is to 
al
ulate the free energy per spin F

N

in the thermodynami
 limit N !1.

The advantage of 
al
ulating F

N

(x; z) over Z

N

(x; z) is that one has to in
lude only

'
onne
ted diagrams'.

A simple 
ase of J = 0 gives immediately the result

��F

N

(1; z) = ln

�

1 +

1

z

2

�

(11.41)

The low temperature expansion (whi
h starts from a spe
ial 
on�guration with all spins

dire
ted in the dire
tion of B) 
onsists of spe
ially ordered 
ontributions from 
on�gu-

rations with more and more inverted spins. For N suÆ
iently large so that the periodi


boundary 
onditions do no not play a role up to a given order we have

e

��NF

N

(x;z)

= 1 +

N

z

2

x

8

+

N

2z

4

�

(N � 5)x

16

+ 4x

12

�

+ : : :

=

 

1 +

x

8

z

2

+

x

12

(1� x

4

)2

z

4

+

x

16

(1� x

4

)(�8x

4

+ 6)

z

6

+ : : :

!

N

(11.42)

where we ordered terms by in
reasing powers of z

�2

and the polynomial in parentheses

is �nite with the last term equal to z

�2N

.

The task is to 
al
ulate the thermodynami
 limit of the expression in parentheses

exp(f

1

(x; z)) = lim

N!1

exp(��F

N

(x; z)) = exp

0

�

X

m;k

C

m;k

x

4m

z

�2k

1

A

(11.43)

For example

exp(f

1

(1; z)) = 1 +

1

z

2

(11.44)

The famous result of Onsager gives the full result for the 
ase z = 1 (B = 0):

exp(f

1

Ons

(x)) = lim

z!1

exp(f

1

(x; z)) = (1 + x

4

)exp

 

�

1

X

n=1

�

(2n)!

(n!)

2

�

2

1

4n

�

y

4(1 + y)

2

�

n

!

(11.45)

where

y =

4

�

1

x

2

� x

2

�

2

(11.46)

In the original arti
le the result was expressed in terms of ellipti
 fun
tions. The begin-

ning of the expansion:

exp(f
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Ons

(x)) = 1 + x

8

+ 2x
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+ : : : (11.47)

The result of Yang for the magnetization at B = 0
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although extremely simple was obtained by a very 
ompli
ated method and it serves as

yet another 
he
k on the results. The result for sus
eptibility z�

z

(z�

z

(f

1

(x; z)))j

z=1

is

not known analyti
ally but only as a beginning of an expansion in x

4

.

The phase transition for B = 0 o

urs for a temperature when the expression in

parentheses in (11.45) diverges:

y = 1 ) x

4




+ x

�4




= 6 ) x

4




= 3� 2

p

2 (11.49)

The formula for the partition fun
tion when B 6= 0 is not analyti
ally known.
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