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1 Thermodynamics

1.1 Introduction

The enormous success of the Newton’s equations with the subsequent development of
electrodynamics did not touch large part of everyday’s life experience like boiling of
water or burning wood. Wherever there was a large number of particles (in the mod-
ern language) these equations of Newton or Coulomb had no chance of explaining any
phenomena involved. In the XIXth century the effort to fill this gap was undertaken by
people not connected to physics or mathematics — the beer brewer and a doctor. They
noticed that the work done on any object is somehow related to heat, although the last
notion was very vague. It has taken quite some time to start to define objects and find
relations between work, heat transfer, temperature etc.

The first observation done millennia ago is that a body left alone in some favorable
conditions attains a state that is stable (or metastable as we now know). It was a crucial
observation that even if we start with a complicated state of a large macroscopic body
requiring a lot of data to describe it once the stable state is attained it is independent of
the path leading to it and of initial conditions and requires only a couple of numbers to
describe it in the final equilibrium. The quest to identify those numbers led finally to the
formulation of thermodynamics that was purely phenomenological but very successful.
The insight provided by thermodynamical considerations is surprisingly rich and deep
taking into account that in XIXth century even the existence of atoms was unclear, the
first direct proof being provided by Smoluchowski and Einstein in 1905. We now now
the microscopic content of matter and we derive the thermodynamic properties from
statistical physics but the ideas borne out in the context of thermodynamics are still
extremely important.

As already said in thermodynamics we assume that a given body is in an equilibrium
state — no macroscopic properties of the body change with time. Of course we cannot
assume that it is strictly kept since we would like to change the state in some processes.
To use the thermodynamic concepts we assume that any process is so slow that the
system is (approximately) always in some equilibrium or extremely close to it.

It is also (now) clear that the equilibrium state is very dynamical and interpolates
between extremely large number of microstates approximately indistinguishable among
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themselves macroscopically. What fluctuations are sufficiently close to each other and
can be treated as indistinguishable as a macrostate and how probable they are in com-
parison to the large fluctuations is the question that can be posed only within statistical
physics and will be discussed at length later.

The general conservation of energy did not belong to the Newton’s theory — in the
latter only the concept of the conservation of mechanical energy for potential forces
was introduced. The first quantitative observation of the possible relation of such a
general nature is now called the first law of thermodynamics. It identifies some, as yet
not well specified, internal energy U assumed to be the same for a given body in the
same external conditions. It therefore belongs to the so called state functions, i.e. the
numbers characterizing a given body in these conditions. In some instances it is possible
to identify what the U is composed of — for example for a very weakly interacting gas it
should be the sum of the kinetic energies of the particles of the gas.

The fundamental statement (the first law of thermodynamics) reads

dU = dW + dQ (1.1)

where U is the internal energy of the body, W is the work done on the body and @ is the
energy in the form of heat added to the body. The first and second notions are (more
or less) well defined, it is the third one that goes beyond the mechanical notions and
definitions present in the Newton’s theory. Within thermodynamics the best approach
is to treat this equation as a definition of the energy transfer in the form of heat i.e.
dQ =dU — dw.

It is important to emphasize the usage of d on the right-hand side of this equation.
The d symbol usually used un the theory of forms means a differential and acting on an
n-form produces an (n+1)-form. On the LHS we have this symbol since we assume that
the internal energy U is a well defined function. However, neither the work nor the heat
transfer are well defined state functions so we cannot treat their change as differentials
and that’s why we use a different symbol to denote their contribution to the change of
internal symmetry.

1.2 State functions

We will now discuss possible candidates for the state functions characterizing any equi-
librium. To be more concrete we discuss a gas in a container. Once the system ’settles
down’ there is a number of properties that are rather obvious as state functions. This
'settling down’ when no further macroscopic changes are observed is called thermody-
namical equilibrium. Although the system is composed of extremely large number of
particles the thermodynamical equilibrium is characterized by only a few numbers (state
functions).

We distinguish extensive and intensive state functions. The first ones are propor-
tional to the size of the system; if we add two identical systems and neglect their mutual
interactions an extensive function would double its value. As an example one could
quote the internal energy U or the volume of the gas V.



K.A. MEISSNER

On the other hand an intensive state function for such a doubled system remains the
same as in each of the individual systems. As an example one can quote here the pressure
or the temperature (although the definition of the latter remains to be provided).

We have to always compare intensive with intensive and extensive with extensive
state functions.

If we have a state function, say V, it is legitimate to use dV as a differential of
the state function. Since pressure p is another state function for the extremely slow,
reversible processes (we will discuss these conditions later on) we can write

dW = —pdv (1.2)

where the minus sign comes from our definition that d¥ is the work performed on the
body (if the volume grows it is the body that performs work on the environment). In
the language of differential forms p is an integrating factor since it brings di¥ to a bona
fide differential
dw
p
We will now discuss the 'thermal’ part of (1.1).

dv (1.3)

1.3 Temperature

Although the notion of being 'hotter’ or 'colder’ is known for millennia the more precise
definition had to wait until mid XIX century. It is the core of thermodynamics so we
have to discuss it in great detail. As we emphasized the heat transfer dQ goes beyond
the Newton’s theory so we have to resort to a different reasoning.

The notion of 'temperature’ as state function is based on the following phenomeno-
logical observation. A body left alone homogenizes 'the temperature’ (whatever it is) in
such a way that there are no internal macroscopic heat transfers. If two bodies are in
a diabatic (i.e. allowing for heat transfers) contact then, after some time, the common
'temperature’ for both bodies is settled and there are no further heat transfers. Two
bodies have the same 'temperature’ if after bringing them to a diabatic contact there
are no macroscopic heat transfers — then we say that they are in thermal equilibrium.
On the basis of these observations a 0th Law of Thermodynamics was proposed:

if two bodies A and B are in thermal equilitbrium and also B and C are in thermal
equilibrium then also A and C are in thermal equilibrium

This simple and intuitive fact leads to the notion of ’temperature’ as a state func-
tion.Imagine that the body A is in thermal contact with a chosen fixed body K. Then
we change the state functions of the body A (like its volume or pressure) in such a way
that the thermal contact with K does not spoil the thermal equilibrium with K — we
call such a hypersurface isotherm. Denoting these state functions by z£ we can write

() = ¢ (1.4)
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where the function ¢4 is such that in spite of changing z; along the isotherm its value
does not change. The condition can be written as

dg¢? = > " 8i¢dzf =0 (1.5)

when da:;‘1 are tangent to the isotherm but is non vanishing when they are not. Then
we can call ¢# an empirical temperature in the vicinity of £. This procedure does not
specify which choice of ¢ is the most ’physical’ or the most convenient. It however
suggests the procedure how to define empirical temperature for £ + At¢: we choose da:;“
orthogonally to the isotherm ¢, calculate new ¢ + At, then find a new body K’ that
is in thermal equilibrium with new ¢4/ and repeat the procedure with X’ and ¢ + At
extending the definition to ¢+ 20t and so on. We have the freedom to reparametrize the
empirical temperature ¢ — f(¢) as long as the derivative is everywhere positive. Since
this procedure is neither unique nor the most useful, below we will introduce the notion
of 'absolute temperature’ based on the Carnot cycles.

1.4 Internal energy

We will now discuss the notion of internal energy U used already in the First Law. We
imagine a gas in a container that is adiabatic i.e. to a good approximation it does not
allow for any heat transfers so that dQ = 0. However, there is a possibility to provide or
extract energy to or from the container by means of a piston. Then the First Law reads

dU = dw (1.6)

and it seems straightforward to measure changes in the internal energy U since we can
measure very precisely the work done or extracted to or from the system.

However, we must be careful. Imagine two situations: the first one when we move the
piston extremely slowly going through intermediate equilibrium states. Then indeed the
pressure is well defined all along and we can use the formula AW = —pdV. The second
situation is when we violently jerk the piston. Then there will be sound waves excited
in the gas and to bring the equilibrium to the system these waves should be absorbed
by the walls of the container. Therefore even if we measure precisely the external work
done in the process we don’t know exactly how much energy was absorbed by gas as an
internal energy and how much by the walls. We usually assume that the container is
so big that the bulk energy absorbed is much bigger than the energy absorbed by the
walls so this absorption is negligible. It may indeed be so in most situations but we have
to remember about subtleties connected to eventual non-equlibrium intermediate states
and the exact energy bilance.

Barring these difficulties we can write for a situation with the walls non-permeable
to heat transfer

AU = AW (1.7)

what allows us to determine the differences of the internal energy of a given system. If
we additionally add the condition that U — 0 when the temperature goes to 0 then we
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can introduce the notion of 'absolute’ internal energy. It is a state function so it does
not depend how we arrived at given conditions but for a given body only on the actual
pressure and volume or volume and temperature.

1.5 Second Law of Thermodynamics (SLT)

We will now introduce the notion of entropy as a core notion both in thermodynam-
ics and in statistical physics. The definition in statistical physics relates the entropy
with the number of microstates realizing the same (within some interval) macrostate
- we will discuss it in great detail later on since it is of fundamental importance. In
thermodynamics, as a phenomenological theory, such an approach is impossible.

It was a great achievement in the middle of XIXth century to find the relevant
functions of state and the integrating factor (in the modern language) for dQ. As we
said this notion is based on the First Law (in some specific, controlled situations)

dQ = dU — dw (1.8)

and it defines the heat transfer.

We confine ourselves again to extremely slow (quasi-static) processes. Rudolf Clau-
sius in 1850 formulated a law, the celebrated Second Law of Thermodynamics SLT(C)
It 1s impossible to devise an engine which, working in a cycle, shall produce no
effect other than the transfer of heat from a colder body to a hotter body
usually quoted in the equivalent later formulation in 1851 by Kelvin SLT(K):

It 1s impossible to devise an engine which, working in a cycle, would produce no
effect other than the extraction of heat from a reservoir and performance of an
equivalent amount of mechanical work

We will see in a moment how these formulations are related to the most famous
statement

Entropy never decreases

It is important to introduce now an idea much earlier than the SLT which was
actually a motivation to introduce SLT.

1.6 Carnot cycle and absolute temperature

In 1824, much earlier than the introduction of the notion of entropy and the Second Law
of Thermodynamics, Sadi Carnot introduced a cycle (engine) if we have at our disposal
two reservoirs of different temperatures 74 and T (T> > T4).

The cycle is composed of 4 quasi-static processes:

e contact with reservoir with temperature 7> (isothermic expansion)
e adiabatic expansion from T5 to T}

e contact with reservoir with temperature T; (isothermic contraction)
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e adiabatic contraction from T4 to Th

The work done by the container after the cycle (since the internal energy returns to its
original value)

W =Q:—Q (1.9)
Therefore the efficiency i.e the ratio of the work to the absorbed heat is equal to
w Q1
- 1= 1.10
=@ @2 (1.10)

There are two facts that follow from SLT.

It was experimentally obvious for Carnot but was proven only later with SLT that if
W > 0 then also Q», Q1 > 0 (and, respectively, if W < 0 then also Q», @1 < 0). Indeed,
assume that W,Q> > 0 and @1 < 0 with 75 > T,. Then we take Q)> from reservoir 2
and return W = Q> — @1 > Q- in the form of heat to the same reservoir — the only net
effect is to transfer heat —Q1 from the colder reservoir 1 to the hotter reservoir 2 and
this is impossible according to SLT(C).

The second fact is that the efficiency (1.10) is the maximal one for any engine ab-
sorbing heat Q)» and giving away heat @;. Imagine that we have two such engines, one
Carnot and the other arbitrary, both working between temperatures 75 and 77, Ts > T'1.
Then

W=@-Qi, W=Q—& (1.11)
If we find such N and N that 5
N

Q _N (1.12)
Q N

then running both engines backwards, respectively N times and N times, we get
Wit = NW — NW = (NQy — NQ3) — (NQ1 — NQ;) = —(NQ; — NQ;)  (1.13)

But the work cannot be positive according to SLT(K) so that

NQi —NQi > 0= Q201 — ©2Q1 >0 (1.14)
hence .
Q1 Q1
1-2>1- 2 1.15
0, o (1.15)

what was to be proven. The proof also shows that all Carnot engines working between
the same temperatures have the same efficiency.
Based on these facts about the Carnot cycle one introduces the absolute temperature
T by the relation
Q_Q
T Ty
that connects any two reservoirs by the Carnot cycle. Then we have the efficiency of
the Carnot cycle

(1.16)

n=1-— (1.17)

10
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Defining the temperature of some reservoir, connecting it to any other reservoir by a
Carnot cycle and measuring the heat transfers we can theoretically measure the tem-
perature of any reservoir. The defined temperature is usually taken as the triple point
of water defined as 273.16 K at 611.73 Pa — then it defines the so called absolute tem-
perature (measured in Kelvin). It corresponds approximately to more frequently used
273.15 K at 1 atm.

There are many types of 'thermometers’, easier to use than the Carnot cycle — from
the point of view of thermodynamics the best are gaseous ones since they approximately
are proportional to the absolute temperature.

It is important to note that such a temperature scale has a point '0’ where the
efficiency of the Carnot cycle is equal to 1 — the necessity of the existence of such an
'absolute zero’ in temperature was discovered by William Thomson (lord Kelvin) in 1848,
hence the name of the unit of absolute temperature. Such a point cannot be attained
since extracting the heat is more and more difficult when we approach this point. The
physical reason for the existence of such a point can be justified only within statistical
physics.

11
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2 Thermodynamical processes

2.1 Entropy

Using the relation (1.16) and SLT(K) Clausius has shown that for an arbitrary cycle
between a given reservoir of temperature Ty and many others with temperatures T; we
have along the cycle

> @ <0 (2.1)
—~ T
1
since along the cycle the absorbed heat from the given reservoir is equal to
_ _ Qs
Q=2.Q=To) = (2.2)
B i Tt
and by SLT(K) it has to be negative.

If we additionally assume that the process is reversible then we can run the cycle in
the opposite way getting the result

Z % =0 (2.3)

Therefore in a sequence of quasistatic, reversible processes from state A to state B the
quantity

> 4Q; (2.4)
s

is independent of the path form A to B. It suggested that there exists a state function
that Clausius in 1865 called ’entropy’ and denoted by S. The name was coined from
Greek en- 'in’ and tropos 'change,transformation’ from Praindoeuropean trep- 'turn’;
hence for example 'troposphere’ the lowest part of the atmosphere rotating with the
Earth, 'psychotropic’ 'changing the mind’, ’tropic’ 'where the Sun changes direction’. It
is interesting to note the origin of 'energy’ - it comes from Greek en- and ergon 'work’
from PIE 'werg'- hence for example allergy (‘allos’ strange), argon (’not working’),
lethargy ('lethe’ forgetfulness’); organ; and work itself.

13
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Therefore for quasistatic, reversible processes we can write

dQ
— =dS 2.5
- (25)
and the first Law reads
dU =TdS — pdV (2.6)

It is important to emphasize that the First Law in this form is valid for all quasistatic
processes but for not reversible ones 7'dS does not have the meaning of the transferred
heat and —pdV does correspond to the performed work.

The fundamental role of entropy as a state function will be discussed in detail in
quantum statistical physics later on since only there it has a deep physical meaning —
in thermodynamics its meaning is rather vague and unclear.

2.2 Equations of state (EoS)

The First Law for a fixed number of particles
dU =TdS — pdV (2.7)

suggests that there are two independent state functions and all the other depend on
them. It means that on top of U and S there should be a third relation involving p, V'
and T'. This relation is called the equation of state. We will derive later on the equation
of state for the ideal gas of noninteracting particles

pV = nkT (2.8)

where n is the number of particles and k := 1.380649 - 10 23 J/K is the defined value
of the Boltzmann’s constant. Introducing the more practical measure of the number of
particles by defining a mole Ny

N, := 6.02214076 - 102 (2.9)

we rewrite (2.8) as
pV =nRT (2.10)
where n is expressed in moles and the gas constant R := Nk := 8.31446261815324

J/K/mol.

Including the other real factors like the interactions leads to more complicated equa-
tions. The most famous is the Van der Waals equation that takes into account both the
interactions and the volume of the particles themselves — it reads

(p + a,V_n22> (V —nb) =nRT (2.11)

b represents the volume of one mole of particles. It was proposed by Johannes Van
der Waals in 1873 in his PhD thesis at the University of Leiden — he postulated the

14
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existence of molecules and the forces between them. At that time the idea of molecules
was generally rejected but the VAW equation and the explanation of liquid-gas phase
transition raised enthusiastic reaction for example from James C. Maxwell. The first
actual proof of the existence of molecules was given 30 years later by Smoluchowski and
Einstein from the theoretical explanation of the Brownian motion and the dipole-dipole
long range forces between molecules were given the name Van der Waals forces. To
justify the introduction of a as a result of intermolecular interactions we rewrite (2.11)

as
nRT an? RT a

P=y b VE o b W (2.12)
where v is the molar volume. We see that positive a decreases the pressure by a factor
proportional to the number of pairwise attractive interactions between particles.

We will discuss this equation in detail in the context of liquid-gas phase transitions
although VAW equation of state is rather inaccurate in the liquid part (for small v). For
water in the gaseous state

a ~ 0.55 Pa- m®/mol?, b~ 3-107° m3/mol (2.13)

so it is clear that the VAW EoS cannot be used in the liquid part since v ~ 1.8 -
1075 m3/mol is less than b.

2.3 Thermodynamical potentials
The first Law of Thermodynamics written in the form
dU =TdS — pdV (2.14)

allows to use the powerful language of differential forms to derive many, sometimes
very nontrivial, identities among physically measured quantities. We start from using
Legendre transform to introduce new state functions than the ones used in FLT. At this
point we assume that the number of particles in the system is fixed — a possibility of
the exchange of particles with the reservoir will be discussed separately later.

1. Free energy F
We define
F:=U-TS (2.15)

Then
dFF =dU —dTS —TdS = —SdT — pdV (2.16)

so that the independent variables for F' are temperature and volume. Temperature
is usually much more easily controlled than entropy so F' is usually more useful
than the internal energy U. We have

(or), == (), aan

15
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For constant temperature we can write SLT as

AQ
— < AS 2.18
T ( )
Hence
W < —-AF (2.19)

where the equality is for a reversible process. For W = 0 we have the statement
that F' for an isolated system at constant temperature does mot grow and
therefore the equilibrium at constant temperature is attained for minimal F. If
two systems are in equilibrium and in contact at a fixed temperature and their
volumes are left free (but dV; = —dV53) then

0=dF = —p]_dVv]_ —pgd‘/g = —(p]_ —pz)d‘/v]_ = P1 = P2 (220)

leading to an (obvious) conclusion that their pressures have to be equal.

. Enthalpy H
We define
H:=U+pV (2.21)
Then
dH =dU +dpV + pdV =TdS + Vdp (2.22)

so that the independent variables for H are entropy and pressure. Enthalpy is very
often used in chemistry since we often interested in the released heat of a given
reaction at a fixed pressure. From the OLT we have under constant pressure p

Q=U;-U+p(V;-V;)=H; — H; (2.23)

i.e. the absorbed or released heat is a difference of the final and initial enthalpies.

We have - o
°HN _p <—) _v (2.24)
(35 >p Op /s
. Free enthalpy (Gibbs potential) G
We define
G:=U-TS+pV (2.25)
Then
dG =dU —dT'S — TdS + dpV + pdV = —SdT + Vdp (2.26)

so that the independent variables for G are temperature and pressure. It is im-
portant to emphasize that G is an extensive quantity so it cannot depend only on
intensive quantities — it still depends on the number of particles N not written up
to now explicitly.
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For constant temperature and pressure we can write SLT as

AQ
— <A 2.2
— <AS (2.27)
Hence
pAV + AF <0 (2.28)

where the equality is for a reversible process. Then we have the statement that
G for an 1solated system at constant temperature and pressure does not grow
and therefore the equilibrium in these conditions is attained for minimal G. We

have 5c 5c
8G\ _ g <_) —v (2.29)
(aT)p ap T

2.4 Thermodynamical inequalities

We assume that the system has fixed temperature 7" and pressure p. Then Gibbs poten-
tial G has a minimum in equilibrium. We therefore have the condition that all deviations
from the equilibrium should lead to a growth of G

0G =0U —T6S +péV >0 (2.30)
We expand U up to quadratic deviations in 6.5 and V'
ou ouUu 1(6%U_ , 02U o%U __
oU = ﬁéS + W{SV + 5 <W§S + 2M535V + W(SV +... (2.31)

The linear parts cancel in (2.30) (since G is in the minimum) and the matrix of quadratic
parts should be a positive matrix what gives two conditions. The first one reads

8°U aT T T
(=) - 2.32
552 (as)v T(g_ag) C’V>0 (2.32)

14

i.e. specific heat at constant volume has to be positive.
The second condition of a positive determinant reads

Uy (U \’ . (233
852 av2 aSov '
It can be written as a jacobian
8(S,V) o(5,V) '
We transform this inequality
a(T,
. a(T’p) _ 3(('1",1}/7')) >0 (2 35)
8(s, V)~ sy '
3(T,V)

17
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and hence

i.e. 5
§4
(aV)T <0

so pressure has to decrease with the growth of volume.

18

(2.36)

(2.37)



3 Thermodynamical processes

3.1 Thermodynamical identities

It is important to connect the thermodynamical notions like for example specific heats
to the directly measurable quantities like isothermic compressibility.
From FLT we have

Cy 1[/0U0
dS = —dT + = || == dv 3.1
a7+ 7| (57), ] (3.1
where -
Cv === 3.2
v=(55)., (32)
Acting with d we get
bS] Cv 1o} 1 /86U p]
— — AV AdAT = | — | — =dV AdT 3.3
(57), () (o), [7 (57), + 5 43
what leads to (using Zrd = 22U
ou Op
— =T|—= — 3.4
<6V>T <6T>V P 44
If we plug in the ideal gas EoS then we get
oUu
— ] =0 3.5
<3V)T (3:5)

so the internal energy of an ideal gas depends only on temperature (and obviously the
number of particles). For the Van der Waals equation (3.29) we get a non zero result

U an® U n

so the specific internal energy for a given temperature decreases with density (because
of attractive forces between the particles).
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We derive more such identities. From S = — (gi) we get
oCy 028
— ) =T 3.7
( ov ) avVoT 8T2 ( ) 8T2 (37)
Returning to the FLT we can write
9p
TdS =CydT + T < > dv (3.8)
oT
On the other hand starting from
1 174 1 0H 0H 74
ds Td po T<(6T)pd +<ap>po> po (3.9)
we get from ddS =0 ((—é{) =Cp)
O0H ov
— ) =V -T|= 3.10
and then
TdS—CdT—T(a—V) d (3.11)
— or ), F '
Introducing
1 /ovV
a = = (—) (coefficient of thermal expansion)
oT /),
ov . . -
Kp = —— < 6p> (coefficient of isothermal compressibility)
and using
(3r)
(@) _ L _ T _ @ (3.12)
8T /)y~ (eT) (av) ~— (&)  kr '
v (f’ );,(%)T <6P>T T

we can write
T
TdS = CudT + Xdv
KT
TdS = C,dT — aTVdp

Subtracting these two equations and treating (p, V') as independent variables we get as
a coefficient in front of AV

oT aT
Cp—C — =0 3.13
(©-cv) av) > (3.13)
and hence )
TV
Cp,—Cy =2 (3.14)
KT

so it is positive.
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3.2 Joule-Thomson effect

If we decompress the ideal gas into the vacuum without any heat exchange its temper-
ature does not change. However, for real gases the temperature changes and that effect
was discovered by Joule and Thomson (lord Kelvin) in 1852. We want to calculate the

rate of change
oT
vyr ‘= (—) 3.15
op /) u (3.15)

Using a triple product identity we rewrite it as

<‘9T) __(&) (3.16)

o/n ),,

S
=

=

Since

aS aS
dH =TdS+Vdp=T||=—= ) dT+|— ) d vd 3.17
rer <<3T)p +<3P)T p>+ P (3.17)
we get
0H
<ﬁ>,, _¢c, (3.18)

Therefore (using (3.10) and the coefficient of thermal expansion o = (g-g) /V)
2

V(aT —1)
vy = T (3.19)
For an ideal gas it is identically 0 but for real gases it is not and even changes sign.
At room temperature all gases except hydrogen, helium, and neon cool upon expansion
(vyr > 0) but vy decreases with growing temperature and at some 7' (called the
inversion temperature) it changes sign and above this temperature the gas warms with
decreasing pressure. Nitrogen has inversion temperature 621 K (348 °C), oxygen 764 K

(491 °C) and hydrogen 202 K (-71 °C).

3.3 Entropy of an ldeal Gas

We know the equation of state and the internal energy of an ideal gas

pV =nRT, U(T,V)=c,nT (3.20)
We have
@), - (),
(), - (),
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Using (g-g)T = 0 and solving these equations we get

S(T,V)=cynInT +nRIn <%) + const (3.22)
where we added n under In V' to make S extensive. It was an argument of Gibbs that
without adding 1/n under the logarithm of V' dividing (mentally) a container into two
parts we would get a different result than for the undivided container what is nonsensical.
We will derive this equation (together with the value of the constant) as the so called
Sackur-Tetrode equation in the framework of the classical statistical theory and discuss
it at length later on since it was a hint on the quantum nature of matter long before
quantum mechanics was born. On the other hand it cannot be the full story since the
entropy diverges as T' — 0 — quantum statistical theory corrects this expression to avoid
such a conclusion.

We can also write the formula for the entropy of an ideal gas as a function of 7" and

p
S(T,p) =(cy + R)nlnT — nRInp + const (3.23)

If we have two different ideal gases with identical pressures and temperatures in two
containers of volumes V; and V5 and we connect them then the difference of the final
entropy (entropy of mixing) reads

174 174
0S(T, V) =n1RIn (7) +noRIn (7) =—RV(zilnz; + zolnzy) >0 (3.24)
1 2

where
n1 o

Z1 = ) T2 =
niy + Nno niy +no

If we know entropy as a function of U and V' we know everything about the system.
In the present case we write

(3.25)

U 174

S(U,V)=cynln (;) +nRIn (;) + const (3.26)

Then we use FLT iU

p
= — 4 = 2
ds T + TdV (3.27)
to get

U = ¢c,nT, pV =nRT (3.28)

so we recover both the expression for U and the equation of state.

3.4 Entropy of the VdW gas

Using the EoS for the Van der Waals gas

- = (3.29)
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and the result for the internal energy U (using (g-g)T =T (g-”)v - D, (g—U>V =cy)

U 1 U
—:cUT—a—:ch:<—+
n v n

SRS

) (3.30)

we can write the FLT as

oS 1 oS D R a
-~ —— - = = - — 3.31
<8U)V T, <8V>U T v—>b ’UZT ( )

Hence we get for the VAW gas the expression for the entropy

U
S =cynln <; + %) +nRIn (v —b) + const (3.32)
We rewrite it in a slightly different way

S=(cy+RnInT —nRIln (p + 1%) + const (3.33)

3.5 Entropy of the gas of photons

The fundamental property of photons is that the internal energy does not depend on
the number of photons. If they are closed in a box then the force on a wall is given by

_ 2hvv /2 hvu, 1U

F = =2 == 3.34
2L /v, L 3L (3:34)
Hence ) .
pV==-U=p==-p (3.35)
3 3
Assuming that nothing depends on the number of photons we substitute
S=aT™V, p=pTN, =U=38T"V (3.36)
Using
dU =TdS — pdV (3.37)
we get
38nT™ VAT + 38T"dV = amT™VdT + oT™ " 1dV — BT™dV (3.38)
Comparing the expressions we get
a=48, m=3, n=4 (3.39)
so that
U=38TYV, p=pT* S =4B8TV (3.40)
and we recover Stefan-Boltzmann law U ~ T4V
4 T3
U=aT*, S5=aT’V, p= O‘T (3.41)
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It turns out (from the Planck black body distribution) that

n2k* 2kt _, _ 4m?kS

-t =12 _ AR
p 45c3h3 15¢3h3 ! 45c3h3

the number of photons is given by

@K, 45((3)
 mw2c3h3 V= 274 S
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4 Phase transitions

4.1 Chemical potential

In this section we would like to generalize the FLT. The first natural move is to include
the number of particles (up to now treated as constant) as a function of state— although
it is not a continuous variable even in the classical case, the number is so huge in the
generic systems that it can be approximately treated as such. We assume that adding
a particle to the system changes its internal energy U by the very fact of its presence.
The measure of this change is the so called chemical potential x. Therefore we write

dU =TdS — pdV + udN (4.1)
Writing
dT’'AdS —dpAdV +du AdN =0 (4.2)

and choosing different 3 variables as independent leads to 20 (6!/(3!-3!) Maxwell identi-
ties with significantly more complicated manipulations than before with only 2 variables.

We would like to emphasize here one important point: if we make a Legendre trans-
form with respect to all extensive variables (S,V, N) and assuming that there no other
extensive variables we obtain a function of state that is extensive but formally should de-
pend only on intensive quantities and it is impossible. Therefore we draw the conclusion
that such an equation of state should vanish (Euler equation):

U-TS+pV —uN=0 (4.3)
Acting with d on this equation we get
—SdT + Vdp — Ndp =0 (4.4)

what shows that (7T',p,u) are not independent. If the dependence on N is nontrivial
(what is not the case for photons) then

&), (%)
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where s and v are specific entropy and volume, respectively.
The previously introduced Gibbs potential is therefore equal to

G(T,p,N)=U -TS +pV = u(T,p)N (4.6)

Since G attains a minimum at a given 7' and p if we have two parts of a system that
can exchange particles we have

0=AG = 1 ANy + us AN, = AN]_(/.L]_ - #2) = U1 = W2 (47)

so that the chemical potentials in thermodynamical equilibrium have to be equal.
If we plug in the expressions for photons (3.41) we get

=0 (4.8)

consistently with the assumption leading to the photon EoS where nothing depends on
the number of photons.
If we plug in the expressions for ideal gas pV = RT we get

u(T,p) = f(T) + BT Inp = po(T,p = po) +RT1np% (4.9)
where ug is the value at a given temperature and pressure
If we treat (T, V, N) as independent we get

dF = —SdT — pdV + u(T,V)dN (4.10)

4.2 Clausius-Clapeyron equation

We discuss now the liquid-gas transition. We start from the fact that the mass transfer
from the liquid to the gas phase and vice versa is at constant pressure and constant
temperature. As we argued the chemical potentials of both phases should be equal
but the derivatives can be different for both phases. We recall the equations for these
derivatives

dp = —sdT + vdp (4.11)

&), (@),

where s and v are specific entropy and volume, respectively. We will use the subscripts
1" and ’g’ for the liquid and gas phases respectively.
We write (Ap = pg — 1)

and therefore

IeJANS B B

<B—T)p = —(Sg — 31) =-As < 0,

AL

- = - =A 4.1
( o )T (v — ) = Av > 0 (4.13)
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We now use the identity (valid since Ay is a function of (7', p))

(_3A“) (G_T) (_31’ ) -1 (4.14)
OT )Jp\Op /) py \OAL) 1
to arrive at
A
2),..-(®)-2
0T ) Au=o0 dT Av
Since T'As = @ is the specific latent heat of transition we finally get the Clausius-
Clapeyron equation
dp\ _ @
<dT> - TAv (4.16)

that describes the change of the pressure at transition as a function of temperature of
transition.

For the liquid-gas transition Awv is always positive (below the critical point) but for
the solid-liquid transition it can have either sign — for water it is negative but for vast
majority of substances it is positive.

This equation is valid for the so called first order transition when the first derivatives
of a state function (in this case it is g) have a jump at transition.

4.3 Phase transition in VdW equation of state

If we have a maximum and a minimum (i.e. T < T,) part of the isotherm is unphysical
since it leads to a negative compressibility what points to instability. We can correct it
by assuming that there are two coexisting phases and we use only leftmost and rightmost
part of the curve joining them by a horizontal line. To the left we have only liquid phase
then for some volume we start to have two phases at constant pressure that gradually
change the relative abundance until at some volume only the gaseous phase remains and
we can again use the VAW equation.

If T < T, the medium part of the isotherm is non-physical. One usually introduces
the so called Maxwell construction that will not be desrcribed here since it is non physical
as well. If we assume that the RHS of the curve describing the gas phase is physical (what
is well justified) and the LHS of the curve is physical (what is qualitatively justified but
quantitatively not so) then we can connect the LHS with the RHS by a horizontal line
describing the coexistence of the liquid and the gas phases. The question where the line
should be drawn can be answered in the following way.

We recall the expression for the entropy of the VAW fluid:

S=(c,+RnInT —nRIln <p + 1%) + const (4.17)

Since the phase transition is at constant pressure and temperature the difference of
entropies between the RHS and the LHS should be equal to AS = AQ/T = nQ:/T
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where @; is the latent heat of vaporization and this condition gives the position of the
horizontal line. For one mole we get

a a Q1
AS = —R1 — R1 — | == 4.18
n<p+v§>+ n(“ﬂ?) T (818
Hence

p+ % Q

v; t
— Lt —e — 4.19
prg T <RT> (4.19)

Knowing Q; and a and assuming that VAW EoS is valid on both sides of the curve we
could fix the position of the horizontal line connecting the gas and the liquid phase.
Applying this equation to water and the liquid-vapour phase transition

a ~ 0.55 Pa-m®/mol?, p~10°Pa, T~ 373K, v ~18-10 °m® v, ~2.2-10 % m?
(4.20)

we get
Q:(373 K) ~ 30000 J/mol (4.21)

to be compared with the actual 40000 J/mol with the difference mostly due to inap-
plicability of the VAW EoS to the liquid phase of water. It is, however, important to
emphasize that this approach gives automatically Q(T.) = 0 when v,(T¢) = vi(Te).

Another way to approach this problem is via the chemical potential. If we start from
the left part of the curve at some pressure and volume (p;,v;) and we go to the right
along the isotherm then the chemical potential changes as

;uv)z;dw)+1épdﬂvu0 (4.22)

where we used the equation dp/8p = v. Since at the end on the right hand side we have
to end up with the same chemical in the gaseous phase. It gives the so called Maxwell
construction giving us the pressure of liquid-gas equilibrium for a given isotherm: since

() = () + [ vl — () = ) (423

the areas below the horizontal p line and above this line have to be equal. This approach
has a drawback since it uses the unphysical part of the VAW curve to find the pressure
of equilibrium at a given temperature but it is easy to visualize.

4.4 Critical point in VdW equation of state

We will now discuss the EoS for the Van der Waals gas

T
RT o (4.24)
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Depending on T' the isotherms can have purely negative ( @>T (for T > T¢), one saddle

B
point (for T = Tt), or one minimum and one maximum (for T < Tt). We can calculate
T,

(ap) _ 0= RT, 2a
ov)p  (ve—0)2 3
&%p 2RT. 6a
hal = 0=-_—"-"°<_ _ 4.25
<6v2>T (ve —b)® vk (4.25)
Hence 8
a a
=3, RT.=— = — 4.26
'Uc ) [ 27b) pC 27b2 ( )
If we measure all quantities relative to the critical values we have
8T 3
p = - = 4.27
P=3 1 (4:27)

We can compare the parameters of the critical point of the actual gases with the
VAW equation. We introduce

DPcUc
.= 4.28
c RTC ( )
We read off Z, for the VAW equation
3
ZVaw — 3 (4.29)
For water we have
pe~2.2-10" Pa, w,~ 56 cm®/mol, T, ~ 647K (4.30)
hence
zH20 .23 (4.31)
For the carbon dioxide we have
pe~7.4-10° Pa, w.~ 94 cm®/mol, T, ~ 304K (4.32)
hence
7802 ~ 0.27 (4.33)
For the oxygen we have
p.~5-10°Pa, w.~ 73 cm®/mol, T. ~ 155K (4.34)
hence
792 ~ 0.28 (4.35)

To be closer to the observed values we would have to assume some modified equation of
state especially on the liquid branch.
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4.5 Critical exponents

We notice that several quantities go to 0 when we approach the critical point. It is
important to ask about the rate of this approach — it is encoded in the so called critical
exponents. It is a very important area of research in statistical physics connected with
the conformal invariance at the critical point, conformal field theory and the renormal-
ization group introduced by Kenneth Wilson. We will show the idea on the example of
VAW equation of state.
First we ask about the difference v, — v; as we approach T' — T, from below. An

argument would be to write

. 8T 3 8T 3

Po3 -1 %  30,-1 92 (4.36)

Calculating 7' we get

. (U +Tg), . . . .
8T = %Tﬁg(ngg — 3% — 30, + 1) (4.37)

g

The second equation is connected to the equality of chemical potentials

7 8T . (30, —1 3 3
0= dv(p — ' :"—"“——1( g )—— — 4.38
JA O R O e R R T
Solving these two equations in the vicinity of the critical point it turns out that
S(g+9) =1+ —(1-T)+O((1=T)), #,—1 =4(1—T)2 +0((1-T)*?) (4.39)

and writing in general
By — iy ~ (1= T)° (4.40)
we have § =1/2.
The next exponent is related to the question how the pressure changes when we

approach the volume to v.. Since 8p/8v = 82p/dv? = 0 at the critical temperature and
close to the critical pressure and density we immediately write

p—1n~(5—1)° (4.41)

with § = 3.
The third question concerns the compressibility of the gas. As we know it goes to
infinity at the critical point and we observe that

@ .

25~ —6(T —1) (4.42)
so that 5%
v ~
=——=~(T-1)7" 4.4
k=g~ (T 1) (4.43)
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withy=1
For real gases and liquids the critical exponents are slightly different:

B~032 6~48, g~ 1.2 (4.44)

and it is still an unsolved problem to calculate them analytically in any 3-dimensional
model.
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5 Classical statistical physics

5.1 Liouville theorem

Imagine the flow of (g,,p,) i.e. a tube of close trajectories (in the phase space). Its
volume is
0T' =dg; ...dg,dp; ...dp, (5.1)

We ask what will be this infinitesimal volume after time d¢. Then

o G =t g0t o fampa gt (5.2)
The jacobian from I' to I reads
0Gs  Bda
= < A ) (5.3)
gy Opp
We now use the formula
exp(Trin M) = detM (5.4)

for an arbitrary matrix M with positive eigenvalues. It can be proven using the fact
that any matrix can be brought to the diagonal (or Jordan) form by some (complex)
matrix A. Indeed, writing

M=1+9§¢ (5.5)

we have (M’ is in the diagonal or Jordan form)

1 1
M' = AMA™! :>Tr1nM:Tr(6—|—§62+...> :T‘r<6'+56'2+...> => Inx
(5.6)
and we see that both sides of the equation (5.4) are equal to the product of the eigen-
values. In our case

M=1+4+6 =  detM =1+Tré+ 0O(?) (5.7)
but ) )
0°H 8°H
Tré = — = :
’ za: <3qa3pa Bpaé?qa> =0 (58)
so that

6T = 6T (5.9)

It says that 'squeezing’ the trajectories in g requires 'expanding’ them in p — it resembles
quantum uncertainty relation but it is very different being purely classical.
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5.2 Poincaré recurrence theorem

We now prove one of the most striking theorems in classical mechanics.

We assume that the phase space is of finite phase volume (for example of finite energy
and in finite spatial volume). We consider finite time steps 0,7, 2T,.... The theorem
says that for any point Py and for any neighborhood Dg of Py in the phase space there
exists such n that

D,NDy#0 (5.10)

where D,, is Dy transformed by H after time nT.
The proof consists in showing that since for all n regions D,, have the same volume
then there must exist such n' and n” (different from each other) for which

Dn/ N Dn// # @ (511)

since otherwise the volume of the phase space would be infinite. Taking for example
n' < n then acting with H backwards n times (action of the hamiltonian is reversible)
we get

DoNDpi_pi #0 (5.12)

what finishes the proof.

5.3 Liouville’s equation

For a system of N bodies we can introduce a density on the phase space p(g,p). Since
the volume of the phase space is constant we get

do 9p <8p . Op . >
_ RN/ 5.13
at ot T Za 50,72 " ap, P (5.13)

what gives the Liouville equation

@__Z<6p6H_8p8H
8t  “~“\089,0p. Opa0qa

) = ~{p H}ee (5.1)

where we used here the notion of a Poisson Bracket defined as

._ of 89 Of 9y
{fgkps = Xa: 8904 0ps  0Da 044

(5.15)

An important role is played by time independent densities for which % = 0. The
most important example of such stationary distributions is given by

p = p(H(g,p)) (5.16)
where H does not depend on time. Then indeed

@_@(_3H@H+3Haﬂ>_o
8t OH \ 08q,0p, 0p.0q.)

(5.17)
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There are two most famous examples of such a distribution. The first one is the
microcanonical ensemble where

p(H(q,p)) =6 (U — H(q,p)) (5.18)

The second example of such a distribution is the Gibbs-Boltzmann factor in the
canonical ensemble

p(H(q,p)) = exp <— chqq’,p)) (5.19)

which in classical statistical physics for free particles is proven to describe the most
probable distribution (if H describes free particles the distribution is usually called
Maxwell-Boltzmann distribution).

5.4 Entropy

We have introduced already the concept of entropy in thermodynamics but it is of such
a fundamental importance in many different aspects that we will now discuss it in more
detail.

As we discussed the concept and the name was introduced by Clausius in 1865. It
was soon used by Gibbs and Helmholtz in the definition of other functions of state. In
1877 Ludwig Boltzmann proposed his famous formula

S=knQ (5.20)

where k is a constant (later renamed kg, the Boltzmann constant) and Q2 is a number
of microstates realizing a given macrostate. It was loosely treated and understood as a
'measure of disorder’ but in fact the equation remained totally mysterious and started
to have a meaning only 50 years later in the framework of quantum mechanics. About
the same time Erwin Schrodinger introduced a concept of 'negative entropy’ when some
states are distinguished and have higher probability than the others as in the example
of gene replication.

John von Neumann in 1932 introduced the entropy in quantum mechanics using the
density matrix p reflecting our knowledge about probabilities coming from the measure-
ments (and not the unitary evolution as in Heisenberg or Schrodinger equations). He
defined

S =—-Trplnp (5.21)

For the pure state we have p?> = p and the entropy vanishes, for the maximally mixed
state the entropy is In Ny where Ny is the size of the Hilbert space (for example for a
system of N spins % the maximal entropy is N1n2). In QM it has some strange prop-
erties like the entropy of an entangled state can be lower than the entropy of individual
components but we leave it aside here. In 1948 Claude Shannon introduced the same
concept in information theory and proved that there are intrinsic limits to the lossless
transmission of signals (both without noise and with noise).
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There are several properties of the definition

S=- Zpi In p; (5.22)

that justify its form. If we have a system consisting of two subsystems A and B then
the joined probabilities are products of the individual ones

Dik = DAiDPBk, Y Dk = » _DPai Y Pk =1 (5.23)
ik 5 k
Then
Sap = —) pxlnpis=—) paipsIn(paipnr) =
ik ik
= —) paipprIn(pai) — Y paiprIn(psr) = Sa+ Sp (5.24)
ik ik

5.5 Derivation of the Gibbs-Boltzmann factor

If we have a system that we can divide into two subsystems that can be treated (in first
approximation) as independent and in each subsystem we have energy levels B¢ and E¥,
1,k =1,2,... then we can write

B,y = B} + E} (5.25)

The probability to find such a pair (again assuming independence) is given by

pie(E) = pi - pk (5.26)
We assume that the probabilities depend only on the energies i.e.
pik(B) = po(B), pi=pi(B), p5=p2(Bs) (5.27)

Differentiating po(£) wrt E; and Ej and using (5.25) we get
Oln(po(E)) _ Oln(po(E)) _ Oln(pi(E:)) _ 8ln(pa(Er))
OF; OFE} OFE; OE

But LHS depends only on E; and RHS only on Ej so both sides have to be equal to a
constant —fB. Hence for all cases

(5.28)

. e_ﬁEi
- YiePE
where we imposed that the probabilities have to be normalized to 1.
We can also use the original method of Boltzmann. If we divide a system into
subsystems with occupation numbers N; (Nj is a number of subsystems in the ground
state, N> in the first excited state and so on) then the number of ways it can be done is
N!
NiINo! ...

p(E;) (5.29)

(5.30)
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where N = N; + N2 + .... Then we want to maximize this number (its logarithm)
keeping the total number N fixed and the total energy fixed. Therefore we have to
introduce Lagrange multipliers and maximize

L=In (%) +a(N - Z N;)+ B(E - Z N;E;) (5.31)
We use the Stirling approximation for large q
Ing! ~glng—q+ %1n27rq+0(1/(12q)) (5.32)
Therefore

L~NInN-N-> N;lnN;+» Nj+a(N-> N;)+B(E-)_ N;E;)+O(In(N;)) (5.33)

Differentiating wrt N; we get for each 2
—InN;,—a—-BE; =0 (5.34)

which is the desired result.
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7 Classical statistical physics

7.1 Microcanonical ensemble

In classical statistical physics we are interested in the classical partition function. One
distinguishes different ensembles: microcanonical (isolated, with fixed number of parti-
cles and energy), canonical (with fixed number of particles but exchanging energy with
a reservoir of a given temperature) and macrocanonical (exchanging both the energy
and the number of particles with the reservoir).

Definition of an ensemble is not a mathematically well defined object. We imag-
ine a set of many systems with (almost) the same macroscopic properties or the same
system (in equilibrium) seen at many times but both descriptions are rather intuitive.
A fundamental assumption that all microstates forming a given macrostate are equally
accessible and should be counted with equal probability (ergodic hypothesis) is not
rigorously proven until today.

The microcanonical ensemble is described by the number of particles and the volume
of the phase space (assuming that it is finite) with the energy U in the small interval
AU. The number of ’states’ in classical physics is formally infinite so to make it well
defined we need to appeal to quantum physics where there is a heuristic rule that a new
state is possible when AgAp differs by A (the Planck constant). Using this heuristic rule
we calculate the number of states in an interval AU around

U-AU dSdiSN dSdiSNq
Zn(V,U, AU) = (/ -/ ) S~ U [ S st - Vi) (1.1)

if AU K« % 1/N! is the Gibbs factor, yet another factor that can be justified only in
quantum physics (indistinguishability of identical particles), although Gibbs introduced
it by considering the entropy of mixing of two gases and finding a paradox when the
gases were identical. Zy(V,U) is then the number of states around U in the interval
AU.

According to the famous Boltzmann formula logarithm of Zy is equal to the entropy
(modulo a constant)

S = kIn(W) (7.2)
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This formula is on Boltzmann’s grave in Vienna — it required an incredible ingenuity
of Boltzmann to write it down in 1875, 25 years before the Planck’s assumption of
quantization of photon emissions and absorptions.

It can be justified by the formula (also given by Boltzmann in 1866)

S=-> PP (7.3)

and using equal (maximal) probability P = 1/Zy for all states (3 P =1).

In the following we put the Boltzmann'’s constant k equal to 1 (we measure tempera-
ture in units of 8.6173332...-1075 eV). Knowing S we can recover all thermodynamical
functions in this ensemble by

1 D
dS = —dU + =dV 7.4
T4 T (7.4)

= law), 7= (&), ")

As an example let us discuss free non-relativistic particles. Then

1.e.

NQBN-1)

(2mU)3N/2 (7.6)

where Q(3V-1) is the volume of (3N — 1)-dimensional unit sphere

27!'3N/2
(3N-1) _
Q T3] (7.7)

Hence (using In(N!) = In(I'(N + 1)) = NIn(N) — N + 1 In(27N) + O(1/N))

S 3 ArmU
— > Wn(V/N)+ -In| —— 7.8
v = (V/N) + 5 in (S0 (78)
We see that without the N! factor in the denominator S would not be proportional to
N but there would be logarithmic corrections to S/N growing like In N. The result is
the so called Sackur-Tetrode equation.

Hence we recover the well-known results

1 3N

D
TTw T (7.9)

N
14

7.2 Canonical ensemble

We consider a small subsystem attached to a large one of temperature 7. The number
of states of the large system when the small one has energy E is approximately equal to

exp(S'(Bo — E)) = exp (S'(EO) - Edi’gj)) — exp <S’(E0) - g) (7.10)
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and it describes a probability of the small system’s energy E when the reservoir has
temperature T'.

In the canonical ensemble we do not assume that the energy is constant but that the
system is immersed in a bath of temperature 7" and we have a Boltzmann’s exponential
weight so that the probability of a given state of energy E is given by

p=¢fF-B) g % (7.11)

and F' is a normalizing factor. Sum of probabilities must be equal to 1 so

3N, 33N
o pFwr) — [P pr(p) (7.12)
N'h3N )
where 1/N! is again the Gibbs factor. We know that the entropy S is given by
S=-Y PmP=-> B(F-E)EF 5 =_pr+pU (7.13)
Hence
F=U-TS (7.14)
and it can be identified with the free energy.
Therefore
_ (814")
P="\av)s,
OF
- (%)
oT )y
(7.15)
As a first example we consider again free non-relativistic particles. Then
3N, 33N
o pFvT) _ [ PAMG g2 (am) (7.16)
N!h3N '
The density for one particle
d3pd3q _4.»

/ L e-pwt/em) (7.17)
is called Maxwell-Boltzmann distribution and was the first to be introduced in statistical
physics.

For N particles we have
- vNQBN-1) L,
e PF(VIT) _ —— / PPN ~1eBp?/(2m) gy (7.18)
The integral is straightforward and we get
NO(3N-1
BT _ YV al )( m)eN/2 I'(3N/2) (7.19)
NIh3N ,33N/2 ’
Hence N
—BF = NC'+ NIn(V/N) — - In(B) (7.20)

and we recover the known formulae.

41



7. CLASSICAL STATISTICAL PHYSICS

42



8 Grand canonical ensemble

8.1 Classical grand canonical ensemble

In the classical setting the we assume that the system is immersed in a bath of temper-
ature T' and chemical potential 4 and we have a Boltzmann’s exponential weight. We
assign a probability for N particles having energy Ey as

pn(BEy) = PN =5N) (8.1)

and the normalizing factor 2 defined as

1 _
S meﬁ(ﬂﬂm Bn) — 1 (8.2)

We define entropy as

1
S=—Y plnpi == AQ+uN—Ex)e/ N B — _pQ_pu < N> +f < B>

(8.3)
and hence
Q=U-TS+uN =—-pV (8.4)
Therefore
- =1 N —BE
e PR — Ni—:omeﬁ# /dI‘Ne N (8.5)

8.2 Quantum grand canonical ensemble

In the quantum setting we assume discrete energy levels and in the grand canonical
ensemble we assume that the system is immersed in a bath of temperature 7" and chem-
ical potential  and we have a Boltzmann’s exponential weight for both so that the
probability of a given state of energy E; occupied by n; number of particles is given by

P = eB(Q+pni—n E;) (8.6)
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8. GRAND CANONICAL ENSEMBLE

where f = 1/T and  is a normalizing factor. Sum of probabilities must be equal to 1

SO
e AURVT) _ H Z gBuni—niEj)

We know that the entropy S is given by

(8.7)

=-Y PjInP;=-> B(Q+pun; —nE,)efrumimE) — _ga_Bu < N > +pU

Hence
Q=U—-uN-TS=—

and the average number of particles

o0 Op
(),
ou/)ry ou)ry

d2 = —SdT — pdV — Ndu

For non-interacting fermions (occupation numbers 0, 1)

e PUT) =TT (1 4 eﬂ(u—Ej)>

J

Therefore

For non-interacting bosons (occupation numbers 0,1,2,...)

e AQUnT) _ H Zeﬁ(#n-rniEj) — H (1 _ eﬂ(#*%‘))
J i

J

-1

giving Fermi-Dirac and Bose-Einstein distributions respectively.
They give for fermions

zj:<nj> Z = “)+1

while for bosons
___Z<nj> Z P(E; ,“)
J

For bosons p < Ey otherwise the expression Wouldnt make sense.
Differentiating (8.6) once over p we get

g_ij Z eB(Q+uni—n;Bj) + Z nieﬁ(9+#ni—niEj) -0
and once again
2
gi:;-w(g—i) +2;Sg—if<N>+/3<N2 >=0
Hence )
<N2>—<nN>2—_plY
ou?

so that fluctuations are of the order of 1/+/N since RHS is of order N.
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8.3 Planck distribution

We start from the expression for the average occupational number as a function of energy

o0 1
- :Z<nj >:Zie5(Ej*l‘)—1 (8.19)
J J
For photons we have u = 0 so we can write

dE _ 2Vé4mk?hke 1

de  (2m)3  ePlke 1

(8.20)

where V is the volume, F = hw = hkc is the energy and 2 comes from the number of
polarizations. It is more often presented as a function of frequencies

dE Vh  wd

= 21
dw m2cdeflv —1 (8.21)
Total energy contained in a box is equal to
TV oo zidx
U= 8.22
(hc)3m2 /o er —1 (8:22)
The integral is equal to
PEAE [ (e e _ece) =T 8.23
/0 ew—1_/0 pad (e +e 2 4. ) =6((4) = - (8.23)
so that finally (introducing the Boltzmann'’s constant k)
(kBT)4V7T2
U=-—F7"-—+— 8.24
15(hc)? (8:24)
and the energy density
U (k}BT)4ﬂ'2
== =" 8.25
P=V 7 15(he)? (8:25)
As we know the pressure is equal to
1
p=p (8.26)
We can now calculate entropy of the photon gas
dU pdV 4U
dS=—+—=5=— 8.27
T T °Tar (8:27)
and the number density of photons
N _ (kgT)? /oo z?dz  (kpT)*2((3) (8.28)
Vo (he)3m2 )y e —1  (hc)dn? '
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If we make small hole of surface S in the container we get the energy emitted

T/2 .
fo/ 2m cos(6) sin(8)d8 pScdt
dE = Scdt = —— 8.29
[T orsin(@)ds ¢ 4 (8:29)
we get the flux &
(kpT)*nm?c 4
=27 " _ 5T 8.30
60(hc)s (8:30)
where o is the Stefan-Boltzmann constant.
8.4 Distributions at low temperatures
We start from the expressions for the number of nonrelativistic massive particles
N _ g8mm?/? /°° Vede  g8m(mT)3/? /°° Vzdz (8.31)
Vo V2hr3 Jo el=W/T+1 /2R3 0o e KT 41 '

where g = 2s+1 is the number of degrees of freedom connected with the spin (for massive
particles). This expression gives the chemical potential x as a function of temperature
and density. The energy is given by

3/2 oo 3/2
7 g8mm / €°/“de (8.32)
V2ohnd Jo ele=m)/T £1
and the pressure (from Q = —pV)
B g B g8\/§7rm3/2T5/2 /oo 23/2d4 (8 33)
v 3h3 o e T 41 '

We now ask when these expressions go to the classical Boltzmann expressions (with-
out +1 in the denominator). We expand (8.34

N _ g8m(mT)3/> /°° vzdz g8m(mT)3/? /°° J/zdz (e—z+u/T$e—2z+2u/T+.“>
0 0

vV  J2h3 ez=#/T +1 V/2h3
(8.34)
Using
o MNa+1)
o, —bz
we get the leading expression
N g87r mT 3/2 / g8m3/2(mT)3/?
=T [ zdze T =T 2 oW/T (8.36)
Vv V2h3
Therefore the correction is small when e*/T < 1:
mT 3/2
T« 1= = << ( w3 ) (8.37)

This condition shows when the temperature is high enough for a given density to use the
classical expressions (V/N)Y/2 > h/v/mT ~ h/p corresponds to the average distance
between particles much bigger than the de Broglie wavelength.
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O Bose-Einstein condensates and
Chandrasekhar limit

0.1 Bose-Einstein condensates

We start from the quantum grand partition function for bosons

e PAT) = [T 37 ePlbmi=nits) — T] (1 - eﬁ(u—Ej)>*1 (9.1)
i j
and the occupation numbers for bosons
o0 1
= ; <nj>= ; FE 1 (9.2)

If we count the energy levels from E; = 0 then the chemical potential satisfies
p<0 (9.3)

since otherwise there would be a singularity in the distribution. But it may happen
when the temperature is too low that then in (8.34) with the sign for bosons the RHS
is smaller than the LHS even if we assume the upper bound x = 0. We now make an
assumption that there is a gap between the ground state and the first excited state.
Then the rest of the particles must be in the ground state and we have

g8V (mT)%/2 reo /zdz N
N \/2h3 o e#—-1

(@)

Ny > 0 below a temperature given by

N Ny (9.4)

or

N g8n(mT.)%? > zdz _ g4(rmT.)*/?
vV /2R3 o e —1  /2h3

¢(3/2) (9-6)
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9. BOSE-EINSTEIN CONDENSATES AND CHANDRASEKHAR LIMIT

and hence o/a
R2 [ Nva PP a3 (N2
kgTe= — | —7—7= ~N—— | = (9.7)
mm \ 4V g((3/2) g?3m \V
If we apply it to the case for the often used hypercolled diluted rubidium-87 atoms
(m ~ 1.45-10"% kg, N/V ~ 2.5-10'® 1/m3) what gives the temperature 7. ~ 30 nK
(it was observed at 170 nK).
For the liquid helium p ~ 0.12 g/l i.e. 30 mol/m® and m ~ 6.67 - 10727 kg. Hence

Ty ~ 0.04 K (9.8)

what is much lower than the X transition to the superfluid state (2.18 K) because of
interactions of helium.

0.2 White dwarfs — Chandrasekhar limit

We now discuss a star with degenerate electrons that does not have any nuclear fusion
in the core (a white dwarf i.e. our Sun in the future). This calculation was done by
Chandrasekhar in 1930 on his first voyage from Madras to England — he received the
Nobel Prize for it in 1983.

If the mass of the dwarf is large the electrons are relativistic if it is smaller they are
non-relativistic. We assume that the Fermi-Dirac distribution is sharp i.e

f(E)=1for E<ep, f(E)=0forE >e¢p (9.9)

€r = \/p%c? + mict (9.10)

The number of electrons is given by

WPF
= 11
/ dp 3h3 (9 )

where

what can be translated into the mass density (assuming that it is a purely carbon and
oxygen star i.e M =2Nm,))

(9.12)

vV  3hd

M 167mpd o sm \Y°
p= ~ "\ 167V m,

If V — 0 then pr — 00 so it corresponds to the ultrarelativistic regime.
The expression for energy

2V [PF
E = el / dpamp?/p2c? + m2ct (9.13)
0

We now calculate the pressure

p:_a_E _ 2 dep47rp \/p? c2+m2c4+ 2EF anpe/phe? + m2ct (9.14)
oV ~ 13 3h3 FVEF
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where we used V%L‘}‘" = —%"". Since
dE = pdV = d(E + pV) = Vdp (9.15)

and using the previous 2 equations we get

Venp} M
Vdp =d ( 3Z§)F \/pEhe? + m§c4> =d <W\/p%.c2 + m§c4> (9.16)
P

Hence
2 2
dp =2 4 Pr_ (9.17)
2my mgc
We write the hydrostatic equilibrium condition inside a white dwarf
GnénridrpM(r)
4rr?dp = — - (9.18)
Hence ,
1d [(redp
— =) = —anG 9.19
r2dr < P dr> TaNp (9.19)

Using the results for the degenerate electron gas and introducing a dimensionless quan-
tity
z = PF (9.20)
mecC

and using (9.17) we get the equation

1d [ ,dv1+2? 3
32m2m2m?2uic
A= SET MpMekeC (9.22)

3h?
and . is the number of nucleons per electron (for carbon and oxygen white dwarfs
te = 2). The density is given as before by

8 3,3
- —”“e;’;’;’mec 28 (9.23)
The density at 7 = 0 is given by zo.
We introduce ,
s:= oS y(s) == z%(s) (9.24)
so that
1d [ ,dy1+y(s) 3
s_za S 7(13 = —y(s)z (9.25)
and
2.3 1o,
/ dss“z® = —5SmY (s =8m) (9.26)
0
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9. BOSE-EINSTEIN CONDENSATES AND CHANDRASEKHAR LIMIT

where s,, is such that y(s,,) = 0. The limit for y(0) = yo — oo gives s,, — 0. It turns
out in the numerical solution of the differential equation (9.25) (with the boundary
conditions y(0) = yo,y'(0) = 0) that this limit is finite

1
lim ——-s2,4'(s = 8mm) = Boo ~ 2.0182... (9.27)

yo—oo 2

Hence the maximal mass of the white dwarf is equal to

3
myp 3h3 AGy 2u2
where
G’}\[’I’f’lrf7

= —= 9.29
¢=—1 (9.29)

Plugging in the numbers we get
¢ ~5.903-1073° (9.30)

It is one of the biggest mysteries in physics why this number describing the strength of
gravity is so small but it explains why stars, planets etc. can be so large and do not
collapse under gravity unless they have more than ¢73/2 ~ 10%7 proton masses. For
comparison, for the electromagnetic interactions the analogous number would be

e 1

= ~— 9.31
7 treohe ~ 137 (6-81)
Hence we get
M, 6.83 5.74
-C _ ——10°" = Mc = =5 Mg ~ 1.44M¢ (9.32)
my e Ke

for p. = 2.

For neutron stars the electrons should be replaced by neutrons but the limit (9.32)
does not depend on the electron mass so the limit is very similar. The estimates of the
neutron star masses give the interval 1.1Mg < M, < 2.16 M.

When a white dwarf in a binary system absorbs a mass from a companion and crosses
the Chandrasekhar limit then the nuclear processes inside start to grow and the star
explodes, for carbon stars leaving no remnants while for heavier elements star there may
be a neutron star left — it is so called supernova [ explosion, where I refers to the lack of
hydrogen lines in the spectrum (supernova II explosions come from young very massive
active stars, with masses much higher than the Chandrasekhar limit, that leave behind
either neutron stars or for extremely massive stars black holes).
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9.3 Small white dwarfs

For smaller white dwarfs than the Chandrasekhar limit we can derive the limit in an
approximate simplified way and assume that the electrons are approximately nonrela-
tivistic

2
€p = ﬁ (9.33)
e
We will check this assumption at the end. Then
2V 24 4Vr
By~ ——p | dpimp* = ——= 13 9.34
T /0 pamp” = o —3PF (9.34)
On the other hand the number of electrons is given by
2V [prF , 8Vmp

what can be translated into the mass density (assuming that it is a purely carbon and
oxygen star i.e M =2Nm,))

1/3
M 16mm,p% 3M
S L NC )3 SN N 9.36
v 313 br 167V'm, (9:36)

For the constant density the gravitational energy of a star is equal to

3GNM?

The energy has to be minimized

2 5/3 2 2/3 2
Byt B, - 4mh < 3M > _ 3GyM :min:R:(gr)/ h
bm. V>3 \ 167m, 5R 8 m.GymS M/
(9.38)
since for A/R? — B/R the minimum is attained for R,, = 24/B.
It can be written as A M1/
o

R ~ 001 (W) (9.39)

The typical radii of white dwarfs M ~ Mg are of order 7000 km, for smaller masses we
have larger radii. We can now use these formulae for the white dwarf of the Sun’s mass
to calculate pg

pr_ h Mo \"*_ 100n (omMo)P (9.40)
mec  mec \ 16m10~6Vgm, "~ mecRgy \ 8m, ' '

so the electrons are still approximately non-relativistic, for smaller masses the approx-
imation gets better but for larger masses, up to the Chandrasekhar limit (9.32), we
should use the exact relativistic formula for the energy.
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10 Imperfect gases

10.1 Partition function with interactions

We start with the partition function in the canonical ensemble including interactions

dSdiSNq 2 .
—-BF(V,T) _ —B 2 /(2m)—BU(q:
e FF(VIT) — e e > p3/(2m)—pU(a:) (10.1)

The interaction over momenta is straightforward and gives the perfect gas result F,,(V,T')
so we have

3 3
¢ BE(VT) _ o BF,(V.T) / dqli/;ﬁe—mf(qn (10.2)
We rewrite it in a slightly different way
3 3
o BF(VT) _ o BF(VT) |1 | / dqlv-# (e7PVte 1)] (10.3)
so that
3 3
F(V,T) = F,(V,T) — Tln |1 + / w (e-PUt@) - 1)] (10.4)

Before we present a general approach to this problem we point out some approxima-
tions.

10.2 Approximations of the interacting partition function

We start with the approximation that there are only 2-body interactions, they are very
short range and the gas is very diluted. Then the vast part of the region of integration
does not contribute to the integral. Neglecting the 3-body interactions and expanding
In(1 + z) ~ z we have

TN?
F(V,T) = Fp(V,T) = 57 / dqidigy (e7PU2) — 1) (10.5)
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Since U, depends only on the relative positions we can integrate over the center of mass
positions to get

TN2?B(T
F(V,T) = F(V,T) + % (10.6)
where
B(T) = 1/d~°’q1 (1-e™) (10.7)
2
If Uy = Uia(g2 = 0) has finite range this integral depends only on the temperature and
the range.
Since
_ (3_1*")
p v )y
- (3
oT ) v
we have
NT NB(T))
=— 11 10.8
p= (1475 (10,8

so the correction is small for large molar volumes.

We now make a different approximation. We divide the region of integration into a
'hard core’ of radius R where U;» — oo and the outside where Uiz < 0 and |BU12| < 1.
Therefore the integral (10.7) is equal to

B(T)=b—- Ba (10.9)

where b = 4Vy and
TN?b N°a
14 v

Adding the condition that the volume cannot be decreased below certain value we include
the first correction

F(V,T) = F,(V,T) +

(10.10)

NT aN?
V — Nb V2

and we recover the Van der Waals equation of state.

P (10.11)

10.3 Cluster expansion

We now calculate the grand canonical ensemble for the imperfect gas. We write

o0

_ 1 _
e P — Nzomeﬁ#"’/dr‘lve PEN (10.12)
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We have
By, = 0 (10.13)
2
b
B, = — 10.14
. 2m ( )
| P}
By = —+=24+U 10.15
2 2m + 2m + U ( )
pi  p3 | D}
By = L4+ 2245 L., (10.16)

2m  2m  2m

and so on. Integrals over the momenta can be performed in each case. Hence

2

Q=-Tln <1 + £V + %//e_ﬁU12dV1dV2 +... ) (10.17)

where )

2rmT 3/2
= (—hQ ) e+ (10.18)

We rewrite it as
¢V v —BU

Q=-T¢V —-TlIn|e 1+£V+T/e Ldvy + ... .. (10.19)

where we integrated once over the overall position of pairs. We can expand it in &:

Q= _T¢V - Tln <(1—§V+%£2V2+...> <1+§V+;/eBU12dV2+...>>
(10.20)

Since Q@ = —pV and using In(1+ z) =z — 22/2+ z3/3... we get the expansion

(o] J
— nogn
p=T E 1 n!f (10.21)
n—

where we fixed the position of particle 1 and

o= 1 (10.22)
o /(e_ﬁU” —1)) v, (10.23)
J AUz _q _ —PU; _ dV,dV: 10.24
3 //(e 1 ;(e 1)) 2dV3 ( )

For example J; is different from 0 only if all three particles are close to each other. We
notice that if the potential U is of finite range (or sufficiently fast decreasing with the
distance) then all J,,’s are independent of the volume V' (they are intensive quantities).
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The average number of particles

oQ op
N=- <_) —v <_> 10.25
ou)ryv ou/ Ty ( )
is equal to
0o Jn
N = ™ 10.2
V;(n—l)!g (10.26)

Solving it with respect to £ to a given order k¥ and plugging into (10.21) we get the

expression for p as a function of 7" and N/V to the same order k in N/V — the main
problem is to actually calculate J,’s...

Writing up to third order

N J
e e+ T

. 10.27
2 ( )
we invert this relation

g_g_b(’;)2+(zj2_§) (g)ﬂ

(10.28)
Plugging it into the expression
p J2 0 J3.3
— = —= — 10.29
P20+ 26 (10.29)
we get
ro- 7 (v) - (4-3) (5)
—=1--= Js — — 10.30
NT 2 (V o) \v) T (10:30)
If we write )
j1% N) (N)
— =14+ By(T) | = B3(T) ( —= 10.31
D=1+ Bu(T) () + Ba(T) () + (10.31)
then B»(T), B3(T), ... are called virial coefficients.

10.4 Hard disks

The first (unrealistic) example: we assume that the J, = (—1)"t*(n —1)!p; ™ and then

p=Tpoln (1+£)

10.32

Po ( )
Then (p = N/V)

£ p
1+ PO pPo
Hence
p=—Tpoln (1 - ﬁ) (10.34)
Po
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and the pressure in this example goes to infinity at finite density po.

The second example is given by a very important model, namely the so called hard
spheres model — we will discuss it in two dimensions i.e. hard disks. We have disks of
radius R that do not interact except that they are impenetrable so that their centers
cannot have smaller distance than 2R. The value of J, is relatively easy to calculate -
any position of the second disk that overlaps with the first disk has Uj> = oo (and all
the other have U5 = 0) so that

2R
Jy=— 2rrdr = —4nR? (10.35)
0
Therefore 5o
N 4mR°N
N=V(-4rR% . )= ¢=o 4 700 4 (10.36)
1’4 &
and from (10.30)
pV 2TR?N
— =1 .=142 10.
NT -ttt +2n+ (10.37)

where 7 = TR2N/V is the packing fraction. Since the maximal crystalline packing is

equal to
_ A
-6

we expect the pressure grow to infinity when 7 — 7y (when all J,’s should be taken into
account) so one can propose

1% -1 2mo —1 \ 7! 2o — 1 5\t
Py _ (1 _ l) (1 _ 2o 77) - (1 o+ "072172) (10.39)
Mo Mo

Mo (10.38)

to reproduce (10.37) to the order n (when only J» is taken into account). The exact
equation of state (to all orders in %) for hard disks is unknown.
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11 Debye theory of solids

11.1 Equipartition of energy

We start from the statement that every degree of freedom contributes classically £7'/2
to the energy and discuss the limitations of this statement from quantum mechanics. If
the contribution to the hamiltonian from any degree of freedom gq is equal to

=24 (11.1)

then the average energy connected with this degree of freedom is equal to

dgg’ePoa’/2 1 kT
_ o/dage == == (11.2)

<6> — 2 quefﬁaq2/2 - % 2

This conclusion is valid even if a depends on other coordinates. Therefore the specific
heat equals k/2 per degree of freedom

However, as was shown by Einstein in 1907, this conclusion does not hold in quantum
mechanics as can be shown on an example of a harmonic oscillator. Classically the
specific heat should be equal to & since we have two degrees of freedom. The hamiltonian
is given by

1
H= 5(p2 + w?q?) (11.3)
We know that the energies of this system are given by
1
€n = hw (n + 5) (11.4)

so that we can calculate average energy:

L (n+1/2)e Pentl/D) g _ hw
(€) = hw SEI I CEYE) =3 Insinh(Bhw/2) = o coth(Bhw/2) (11.5)

Calculating the specific heat we get

c= —kﬂ28<€> k (,BhW/2)2 (116)

8B  sinh®(Bhw/2)

We see that for large T (small 8) we indeed have ¢ — k but for small T (large f)
¢ — 0. This formula explains the ’freezing’ of degrees of freedom: if the first excited
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state energy is much bigger than kT then this degree of freedom does not contribute to
the specific heat. For example for diatomic molecules Oy and Ny at room temperature
we have only 5 degrees of freedom contributing, 3 translational and 2 rotational, but
the oscillational degrees of freedom do not contribute since hw,s. for these molecules is
much bigger than kT ~ 0.03 eV for the room temperature and hence the specific heat
of air is approximately equal to 5k/2 per molecule.

11.2 Debye theory of specific heat of solids

Applying the rule of the equipartition of energy to solids we would expect that the
specific heat should be equal to 3Nk where N is the number of atoms — it corresponds
to 3N translational and 3N oscillational degrees of freedom and is called the Dulong-
Petit law. Applying the reasoning from quantum mechanics we would still expect the
same result even at room temperature since oscillations in solids have frequencies of the
order of wysc/N so much lower than kT for room temperature. However, as we will
discuss, the energy levels in solids have much more complicated structure than for the
simple harmonic oscillator so the formulae are more complicated as well.

We will discuss the distributions for phonons to derive the formula for the specific
heat of solids related to oscillation but not including the electronic heat capacity (dom-
inant at very low temperatures only).

11.2.1 classical computation

If we have a 1D string of atoms with harmonic potential and equilibrium distance a we
have

mz, = K(Zni1 — 2pn) + K(Tp—1 — Z4) (11.7)
To solve this equation we substitute
T, = na + e“* sin(kna), —g <k< g (11.8)
to get ik
w? = e sin®(ka/2) (11.9)
We write
W= wnpsin(ka/2), w,= % (11.10)
The group velocity
Vg = g—: = % cos(ka/2) = %az cos(ka/2) = vgo cos(ka/2) (11.11)

Density of states in 3D (k = 2 arcsin(w/wy,); there are 2 transverse and 1 longitudinal
polarizations)

_ 3V4nk*dk  Vwildw 1+w?/(3wl)+...

dw = =
9(w)dw (27)3 271'21120 N —w?jw?,

(11.12)
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Einstein has used the formula for density for one specific frequency g(w) = 3N (w —
wg) — it explained the Dulong-Petit law that the heat capacity tends to 3R for large
temperatures but was not very good in explaining low temperature behavior of heat
capacity.

Debye assumed that all frequencies are present and wrote the formula (without any
corrections ~ w?/w?) to use measured vy) and defined wp by

wD wp 3Vw?d Vw?
3N:/ g(w)dw:/ v = D (11.13)
0 o 2mvg,  2miug,
hence
1
wp =vgo (6o7°)°,  p=N/V (11.14)
and )
9Nwd
g(w)dw = 2= (11.15)
Wp
If transverse and longitudinal speeds are different one may use the averaging
3 2 1

—=—=+—= 11.16
78 v} * v} ( )
Phonons are bosons so that the energy stored in phonons in temperature 7' is given

by

wp 1
E = dwg(w)hw — (11.17)
0 erT — 1
The heat capacity
8E  [vp  ONRw*  eir
= = 11.18
PTor T J Yk (o8 1)’ —
It can be rewritten as
T 3 9D/T 4
¢p = N (—) / dz——° (11.19)
6o/ Jo (e —1)
where
th
bp=—" (11.20)
For T < 6p we have
T\? 47t
ONk | — ) - — 11.21
°7 <9D> 15 (11.21)

while for T >> 0p we recover the Dulong-Petit law ¢, — 3R.

This formula is in much better agreement with experimentally measured values than
Einstein’s but is not exact either. To have better description one has to take into account
the presence of (quantum) characteristic frequencies of a given crystal or dependence
of p on temperature. The Debye temperatures of some of the elements (they decrease
with the temperature to match the experimental values!): aluminum 433 K, beryllium
1481 K, copper 347 K, lead 105 K, gold 227 K, diamond 2200 K (in room temperature
1840 K).
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11.2.2 quantum counterpart of the computation in 1D

The classical hamiltonian for a harmonic oscillator reads:

2 mw’z?

H=_—"—
2m 2

(11.22)

In quantum mechanics  and p are operators where Poisson brackets are replaced by
commutators (Dirac 1925 equations of motion, Heisenberg 1925 main idea, Born and
Jordan 1925 matrix formulation, Born, Heisenberg and Jordan 1926 textbook)

{z,p}pp = 1= [2,p] =ik (11.23)

When acting on functions we can write

0
2f(z) :=zf(z), P:= —ih—f (11.24)
oz
and the equation for the eigenstate of the hamiltonian
Hf =Ef (11.25)

is the Schrodinger equation (1926).
Hamiltonian is an operator as well:

=2 242
- P mws
H=— 11.26
2m + 2 ( )
It is convenient to introduce creation and annihilation operators
g TWELTID 4 mwdip (11.27)
2mwh 2mwh
satisfying
[a,al] =1 (11.28)
and then .
H = hw <aTa + 5) (11.29)

Points in a phase space are replaced by states on which the operators act. The crucial
role is played by the vacuum state |0)— in this case we define it as a state

al0) =0 (11.30)

We can create other states by acting with af

n) = ——(a!)"0), aljn)= VAT In+1), an)=+mln—1) (11.31)
Vn!

where the prefactor is needed for (n|n) = 1.
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We can now calculate 'quantum partition function’ (B, = fw(n + 3))

0o pE efﬁﬁw/Z

n=0

and (using >, nexp(—ny) = exp(—y)(1 — exp(-y))~?)

1 & 1 hw ePhe 41
BE)==-5 hw e BB — —Z T - 11.33

For B — 0 we have (E) — 1/ (since we have 2 degrees of freedom) and for § — oo
we have (F) — hw/2 (since it is the ground state energy). Neither Debye nor Einstein
included % in their calculations but it drops out anyway when we calculate the specific
heat what they were interested in.

It is interesting to note that % does not drop out if we calculate average displacement.

We have
h hmw
5 t 5 v
z Y. (a"+a), D=4/ 5 i(a’ —a) (11.34)
so that
(n|£%|n) = N (n+ 1) (n|p?|n) = hmw(n + 1) (11.35)
 mw 27 p - 27 '

and we recover the Heisenberg uncertainty relation (which can be proven in full gener-
ality)

h
(@)% > 5 (11.36)
and it is saturated for the vacuum state.
In higher dimensions D the calculation would be a little different:
D n+ D —1)!
E, = hw (n + E) , degeneracy : ﬁ (11.37)
For example in 2 dimensions
0 o8 e,ﬂfuu
Z = Z(n—i— e PP = (o 1) (11.38)
n=0
and the average energy
1 & efhw 11
- —BEn _
(E) = an::o(n-i- Dhw(n + 1)e = hw g (11.39)

For f — 0 we have (E) — 2/ (since we have 4 degrees of freedom) and for 8 — oo we
have (F) — hw (since it is the ground state energy).
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11.3 Electronic specific heat in metals

For electrons we have the contribution to the energy density given by the Fermi-Dirac
distribution

U= V / deg(e) E#F(T) " (11.40)

where pp(T) is the Fermi level given by the densﬂ:y

N /°° 1
n=_—-= deg(e)——— 11.41
% 0 g( )ee_#’IIi"(T) 1 ( )

(we will denote ur(T') by u(T') later on). If we use the non-relativistic formula (assuming
that the temperature is low enough) € = h2k2/(2m) we have the energy density

167rm3/2 o 63/2
wT) = s /0 € AT 1 (11.42)
and the density
167m3/2 q el/?
For T' = 0 we have (uo = pr(0))
16mm3/2 o 32rm®2 s
_ deel/? = 0)2 11.44
s . e O (11.49)
and 3
u(0) = gnp,(o) (11.45)

If we have non-zero temperature but very small (T < po) we use the method of Som-
merfeld. We introduce a new variable z = (¢ — u(T"))/T and we write

16m3/2 /°° dM_,(:Z:T—|—,u(T))1/2

\/§h3 B(T) ez +1

16mm3/2 o5 1

= o ), eTleT um) (1—ez+1)
16mm
V2hE

B 167rm3/2<

V2h?

up to exponentially small terms. Since the integral is equal to ¢(2)(1 — 2/4) = 72/12
and the result has to be equal to (11.44) therefore we get

3/2

12 L
/ dzT (2T + u(T)) e”l

l\)ll—l

“u(T)? + T

. / de erlJFO(T‘*/M( )5/2> (11.46)

2 2 3 2

4002 = Zu(T)? + T°u(T) 735

3

(11.47)

[\o]
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and we get
w272
124(0)?

w(T) = u(0) <1 - + O(T4/M(0)4)> (11.48)

Repeating the same steps for the energy (11.42) we get

16mm?3/2 /°° dM_,(:Z:T~|—,u(T))3/2

V2hr3 o eD er +1
16mm3/2 4P 1
= T(—zT + u(T))%? (1— )
s, GeT(eT + u(T)) s
16mm3/2 oo 1
—_— dzT(zT T))3/? ——
g | deT T 4w
16mm3/2 /2 5 ) L [ T
= ——— (Zu(T)? +3T%u(T)> | d o(T* T5/2> 11.49
T (Gum? )t [T et O Ty ) (11.49)
Therefore using (11.47) we get up to 72 terms
5m2T? 5m2T? 5m2T?
urnvu(0) [1— =) (14 ) ~u(0) [ 1+ (11.50)
2411(0) 8(0) 124(0)
where w(0) = $np(0). Therefore the heat capacity at very low temperatures
ou 2T
C,=— = 11.51
=87~ "2u(0) (11.51)

Actually this formula has to be corrected by the number of electrons in the conduction
band per atom v. Therefore the final formula is

. w7
—oT T 2u(0)

Cp (11.52)
so it is linear in temperature and much smaller at room temperature than naively ex-
pected (Cp ~ nv) by the factor 72T/(2u(0)) ~ 1072. It is however important in com-
parison with the phonon heat capacity at low temperatures and the total heat capacity
of solids at small temperatures is given by

¢ = aT + BT? (11.53)

We can obtain experimental a and B by making a figure of measured c,/T at low
temperatures as a function of 72 which is approximately a straight line with intercept
a and slope B.
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12 Thermodynamics of the Universe

12.1 Temperature in the Universe

We introduced the notion of temperature when a given (small) bounded system is in
thermodynamical equilibrium and is in thermal contact with a large reservoir o temper-
ature T'. It seems that the Universe does not satisfy any of these conditions — it is large
and open, is not in contact with anything and by expansion is not in thermodynamical
equilibrium. However, as we will argue, the notions of temperature, entropy and so on
can be used and they have an approximate but a well-defined meaning.

In the description of the Universe we assume that on large scales (larger than 100
Mpc) the Universe is approximately homogeneous. It is a very nontrivial fact and the
origins are not clear. If we adopt this assumption and add the observational fact that
the spatial curvature of the Universe is unmeasurably small then one can choose the
same time (cosmic time) for the spatial sections and the only important parameters of
the solution of the Einstein equations are the scale factor a(t), density p(¢) and pressure
p(t) with some physically justified relation between p and p (equation of state). The
Einstein equations

1 8rG
R#V — EQNUR + AglJ'V = c—4TIJ'V (121)
for a homogeneous and isotropic Universe with
T, = diag(—p,p,p,P) (12.2)
have the solution
ds? = —dt? + a(t)? (dr? + r2d0?) (12.3)

where a(t) is a scale factor.
It is often more convenient to introduce a conformal time 7

dt =a(n)dn, a(n) = a(t) (12.4)

and then the metric
ds® = a(n)? (—dn2 +dr? + rdeZ) (12.5)
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12. THERMODYNAMICS OF THE UNIVERSE

is conformally connected to the flat Minkowski metric.

The Friedman equations stemming from the (00) and (z:) Einstein equations for the
energy momentum tensor of a general mixture of radiation, matter and the cosmological
constant A = 3H? read

3A2 12B% 342
8nGnp = 3Hj + prals =

ad at
AQ 24" aIZ
— 2 —
8TGNp = —3HA+F——?+F (12.6)
where o/ = d‘;—(") and the second equation follows from the first.

There exist exact solutions to these equations:
e pure radiation: a(n) = A7, t ~ An?/2, a(t) ~ t'/?

e pure matter: a(n) = B?9?, t ~ B>p%/3, a(t) ~ t*/3

e a mixture of radiation and matter: a(n) = An + B2n?

A crucial role is played by the Lemaitre-Hubble parameter H
a
H:=—-=— 12.7
: (12.7)

describing the expansion of the Universe.

To introduce the notion of temperature we have to assume that in the early Universe
there was a thermal equilibrium. The Universe was filled with ’'radiation’ i.e. the
particles were either massless or their masses were small wrt the energies. We know the

energy density of radiation
2

T
= —g,(T)T* 12.8
p 30 9x(T) ( )
where ¢,(T') is an effective number of degrees of freedom at temperature T'
7
9= > g+ 3 > g (12.9)
bosons fermaions

For a critical Universe filled with radiation without a cosmological constant we have

AZ

p= (12.10)

at
hence the temperature for constant g is inversely proportional to the scale factor

1
T~ — 12.11
: (12.11)
In the usual systems if we wait long enough there will always be a thermal equilibrium
at the end. But the Universe expands and the question arises if the processes leading to
thermal equilibrium are fast enough or not. One could write the Boltzmann equation to
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answer this question in a quantitative way but there exists an approximate but in most
cases sufficiently exact rule.

It is an observational fact that the matter-antimatter imbalance is extremely small.
In the very early Universe there was equal number of matter and antimatter. At some
point the dynamics of the Universe needed three conditions to lead to the imbalance, so
called Sacharov conditions: lack of thermal equilibrium, breaking of the baryon number
and the CP violation. The first one follows from the expansion of the Universe, the
second from the fact that the Standard Model of elementary interactions has only B-L
symmetry and the third one points to the necessity of enlarging the SM (in the SM there
is CP breaking but it is too small to explain the observed matter-antimatter asymmetry).
The observed asymmetry is about 1 billion photons per baryon (that means that in the
early Universe there were 1 billion +1 electrons for 1 billion positrons).

When the temperature is bigger than 2M for a given particle of mass M and the
annihilation cross section is sufficiently large then when the temperature is bigger than
2M we have particle-antiparticle pairs in equilibrium and when the temperature drops
below 2M only particles remain and all the rest is converted into photons. This picture is
slightly changed because of much larger number of photons per electron (or per baryon).
The electron positron pairs remain in the equilibrium for much longer since the tail of
the Planck distribution is active for much lower temperatures than 2.

We have several important moments in the thermal history of the Universe.

e 1072 5 — gravity starts to be weak and classical
e baryo- or leptogenesis — creation of matter-antimatter asymmetry
e 1075 s — 300 MeV - forming protons and neutrons out of quark-gluon plasma

e 1s-3min-1 MeV - 80 keV — nucleosynthesis

1 s — 1 MeV - neutrino decoupling

e 1s-3min—-1MeV - 80 keV — electron-positron annihilation

50000 years — radiation era — matter era

380000 years — 1 eV — forming of atoms, Universe transparent

13.8 bln years — now
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13 Thermodynamics of magnetic systems

13.1 Thermodynamics of the magnetic field

It is interesting to note that in the case of a magnetic field described by the vector
potential A the Gibbs-Boltzmann factor gives

2 .2
exp (—%) = exp <—Z;—I‘T> (13.1)
and it is the same distribution in velocities with or without the magnetic field! This is
the paradox that in classical physics bodies should not react to a magnetic field while
obviously such a reaction exists - this is solved in quantum mechanics where there are
quantized levels (Landau levels) and quantized spin degrees of freedom and the classical
Gibbs-Boltzmann factor does not describe the real reaction of the bodies to the magnetic
field.
In magnetic systems we can divide any current into free currents jo and bound
currents
J(X) = Zjo(x)(s(x — Xa) + Z Eijijakg(X — Xb) + ... (13.2)
a b
where V - jo = 0 and the second term is written in such a way to satisfy this condition
automatically and ... stand for higher derivatives of the delta function. Neglecting all
higher derivatives and introducing continuous current densities we write

3(3) = Jo(x) + ¥ x M(x) (13.3)

If the changes are slow then we have the equation

V x B = ugj (13.4)
and rearranging we get
V x (B — poM) = pojo (13.5)
where on the RHS we have only free currents. We introduce
1
H=—B-M (13.6)
Ho
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we have
V xH =jg (13.7)

The field H is very useful in actual applications since most often we control the external
currents (in electrostatics we usually control potentials and therefore the analogous field
D is not so useful) but we have to remember that at the microscopic level we should
use only the field B.

We can now write down Maxwell equations in the presence of media

V-D = po
oB
VxE = -2
X Bt
V-B =0
D
VxH = j0+68—t (13.8)

where D = ¢gE + P and it is in this form that Maxwell wrote originally his equations.
Only later it became clear that the fields D and H are secondary and at the microscopic
level everything can (and should) be described by the field E and B only.

13.1.1 First Law for magnetic systems

It is not a priori obvious what expression we should use in FLT: ygHdM or uoMdH
and with which sign. We now derive the appropriate formula.

If we have a large permanent magnet oriented along the z axis and consider a small
body moving along the same axis approaching from infinity with magnetization M(z)
then the attractive force on the body is equal to

dH

M(z)—

- (13.9)

We want this process to be quasi-static so we apply the compensating external force so
the work done on the body is negative

H(a)
/ M—d:c - _ MdH (13.10)

But this result is a sum of magnetization work and the displacement so we subtract the
displacement work keeping the final magnetization M(a) so that the work required for
the magnetization alone is equal to

—o0 H(a) M(a)
WM:—/ M(a —d:z:—/ MdH — / (13.11)

so that
dWuy = HdM (13.12)
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13.1.2 Paramagnetism

We start from a system of magnetic dipoles p in the magnetic field B so that the energy
is equal to

U=-u-B (13.13)
Then
In = (/ 27rsin9d9e—/3“3°°39> = (4m)V (M> =e PF (13.14)
puB
Hence 3(BF) AlnZ 1
nzn
U= = - =—-NuB (coth BuB — —) 13.15
op op puB ( )
For large T' we get
NuHBuB
U= %’3“ (13.16)
and the magnetization M
U Nu’HB Nu’H
6B 3 3kT ( )
Therefore the magnetic susceptibility is inversely proportional to the temperature
M w?
= = = 13.18
XTNH ~ 3T (13.18)

what is known as the Curie law (Pierre Curie established it in 1895, the year of the
marriage with Maria Sklodowska, discovery of X-rays by Wilhelm Rontgen, and the
beginning of the work on radioactivity by Maria that Pierre joined soon after).
In the quantum case
1= guBj (13.19)
where j is the total angular momentum, g is a gyromagnetic ratio (equal to 2 for pure
electron spin 7 = 1/2 and 1 for pure orbital moment j =), up is a Bohr magneton

_eh
" 2mec

(in nuclear physics one uses the nuclear magneton where m. — m,). Then the magne-
tization is equal to

S’ Zexp(mBuH/7)
S’ exp(mpBuH/j)
The sum in the denominator can be easily calculated and we get
M; = Nu((1+1/(25)) coth(1 + 1/(24))BuH — 1/(25) coth(1/(2))BuH)  (13.22)
For 7 = % we get a very simple result
My)» = Nutanh BuH (13.23)

what can be directly seen from (13.21). For large temperatures we again recover the
Curie law but with 3 times bigger magnetic susceptibility than in the classical case
(which corresponds to j — 00).

M;=Np

(13.21)
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13.2 Ferromagnetism

Ferromagnetism is a phenomenon in some of the transition metals or its alloys where
there is a strong intrinsic magnetic field remaining even after the external field is re-
moved. Its microscopic derivation from first principles is still unknown but there are
several half-phenomenological descriptions. The origin of this highly surprising, but
known from millenia, behavior is the localized partial occupation of the d and f shells
in these atoms that produce a very high orbital spin (s and p shell electrons are mostly
delocalized and contribute to the conductivity of these elements). An effective hamilto-
nian that takes into account also the Pauli exclusion principle is the Heisenberg model
proposed in 1928:

H=-J)S;-S;-B->_S; (13.24)
ij )

where the spins are usually treated quantum-mechanically (if the coefficients J are dif-
ferent in different directions we get the so called X XY or XY Z models). For B = 0
and vanishing temperature the ground state is either ferromagnetic J > 0 or antiferro-
magnetic J < 0 (however for 7" > 0 the system is neither ferro- nor antiferromagnetic in
1 and 2 dimensions, these properties start from 3 dimensions). There are many general-
izations of the Heisenberg model (Hubbard model, ¢ — J model and many others) that
are used also for other purposes and they are extensively studied both from the physical
and from the mathematical perspectives. There exists also a simplification of the model
is the so called Ising model that was proposed earlier (1920) where only the z component
of spins is used and it is ferromagnetic for J > 0 below some critical temperature - it
will be discussed below.

Pierre Weiss proposed to use a change in the derivation of the Curie law to describe
the ferromagnetic case (we take here the simplest case 5 = 1/2 as an example) in the
framework of the so called mean-field theory. The proposal consists of treating H in
(13.23) as only part of the field and add the magnetization itself (with some coefficient)

m = % = g,utanh (Bu(H 4+ am)) (13.25)

Spontaneous magnetization is when there is non-zero m for vanishing external field H:

M N
m=; = V,utanh(ﬂ,uam) (13.26)

For T — 0 m — Npu/V so all magnets are oriented in the same direction. When we
increase the temperature the magnetization m decreases and at some critical temperature
T. the equation doesn’t have any nontrivial solutions and the only solution is m = 0.
Since tanh z ~ z for small z so that

Nula

T, = 13.27
g (13.27)
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For T — T, from below we expand in T — T to the next order (tanhz =z —23/3+...)

Nuam Np*adm3 T. - T wo’m?d
m = - s t...=m{1l+ - 5
V(Tc - (Tc - T)) SV(TC - (Tc - T)) Tc Tc
(13.28)
so that
1
TN\ 2
~ 1= = 13.29
" ( Tc> (13.29)
On the other hand, if T — T, from above we expand in H and T" — T,:
pom  p(H + am) HT,
T. T T AT T (13.50)

It replaces the Curie law and is known as the Curie-Weiss law for ferromagnets.

13.3 Ising model in 1D

The Ising model was proposed by Lenz in 1920 and solved in one dimension, therefore
without the phase transition, by E. Ising in 1925 in his doctoral dissertation. The main
result is due to L. Onsager in 1944 where the exact partition function for the model
in 2D in the absence of the magnetic field B was calculated. In 1952 C.N. Yang has
proven an exact formula (earlier announced by L. Onsager and B. Kaufman in 1949)
for the first derivative of the partition function of the Ising Model in 2D with respect
to B at B = 0 (magnetization). There are thousands of papers on the subject trying
to include the non-vanishing magnetic field and huge body of results, both numerical
and analytical, exists for the Ising on finite lattices. The Ising model in 2D has some
features of the genuine ferromagnetic materials so its analysis can give us some insight
much deeper than the mean-field theory (that turned out to be incorrect in several
respect in comparison to the Ising model).

We consider N (N > 1) spins on a line with periodic boundary conditions. We
introduce a hamiltonian

H=-J) 0i0i41—B) o (13.31)
7 7

where the first sum runs over closest neighbours only (ox+1 = 01). We assume that
J > 0 and g; = +1. The partition function reads

Z=>ePH (13.32)

where the sum runs over all configurations.
We introduce the so called transfer matrix.

eBU+B)  o—BJ
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where the upper line corresponds to (+, +) and (4, —) neighbouring spins and the lower
line to (—, +) and (—,—). Then

Z =TeMN = AN 4\ (13.34)

where Aq, Ao are eigenvalues of M. They can easily calculated from the equations

A1+ do = TrM = 2¢P7 cosh(BB), A1 - Ay = detM = 2sinh(28J), (13.35)
so that
A = e?/cosh(BB) + \/ezﬁ-’ sinh?(8B) + e~287,
A2 = e?/cosh(BB) - \/ezﬁj sinh?(BB) + e~267 (13.36)

In the limit N — oo the bigger of the eigenvalues is the only relevant one in Z so that
in the thermodynamical limit

InZ=-BF=Nln)\ (13.37)

13.4 Ising model in 2D

On a 2D square lattice with N ’spins’ ¢ = +1 we introduce a hamiltonian

J

H:—E.Z'Uiaj—BZai. (13.38)
4,7,17] :

where the first sum runs over closest neighbours only. We will assume that J > 0 (the

ferromagnetic Ising model) and the system is on a square ~ +/N x +/N with periodic
boundary conditions. We will introduce the notation

z:=e P/, z:=¢&PB (13.39)
where § = 1/T and we assume that z > 1 what corresponds to the choice of the direction
of B.

We define the normalized free energy
e PNIN (=) = Zy(z,2) = > e P(E-Fo) (13.40)

where the sum runs over all configurations and Fj is the lowest energy corresponding to
the configuration with all spins pointing in the direction of B for which e A0 = g=N?;N,
The goal is to calculate the free energy per spin Fy in the thermodynamic limit N — oo.
The advantage of calculating Fi(z,2) over Zy(z,z) is that one has to include only
'connected diagrams’.

A simple case of J = 0 gives immediately the result

—BFn(1,2z) =1n (1 + 2—12) (13.41)
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The low temperature expansion (which starts from a special configuration with all spins
directed in the direction of B) consists of specially ordered contributions from configu-
rations with more and more inverted spins. For N sufficiently large so that the periodic
boundary conditions do no not play a role up to a given order we have

N N
—BNFy(z,2) _ Vg B 16 12
e = 1+z2:z: -|——2z4 ((N 5)z°° + 4z )-l-
8 12 4 16 4 4 N
T z4(l—2%)2 z°(1 —2*)(—8z 6
- (1+—2+ U-c)2, e (-o)(-8 ¥ )+...>(13.42)
z z z

where we ordered terms by increasing powers of 272 and the polynomial in parentheses
is finite with the last term equal to z2V.
The task is to calculate the thermodynamic limit of the expression in parentheses

exp(f*(z,2)) = lim exp(-pFy(z,z)) = exp (Z Comk z"mz%) (13.43)
—00 i
For example
exp(f*(1,2)) =1+ Z—lz (13.44)

The famous result of Onsager gives the full result for the case z =1 (B = 0):

[e) 2 n
.0 =m0 — e (- 5 (B0 L (7 255)”)
n=1 .
(13.45)

where
4

2
(=)
In the original article the result was expressed in terms of elliptic functions. The begin-
ning of the expansion:

y= (13.46)

exp(f&..(z)) = 1 + 28 4 22'% 4 52 + 14220 4 442%* + 1522%® + 566232 4 ... (13.47)

The result of Yang for the magnetization at B =0

,0f%(z,2)

—(1—¢?)F —1 13.4
5 | (1-y%)s (13.48)

although extremely simple was obtained by a very complicated method and it serves as
yet another check on the results. The result for susceptibility 29,(28,(f*(z,2)))|,_, is
not known analytically but only as a beginning of an expansion in z*.

The phase transition for B = 0 occurs for a temperature when the expression in

parentheses in (13.45) diverges:
y=l=zt+z;*=6=22=3-2/2 (13.49)

The formula for the partition function when B # 0 is not analytically known.
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14 Applications

14.1 Osmotic pressure

The formula
p =cRT (14.1)

It is approximate and there are corrections, both in the prefactor and in the proportion-
ality to higher powers of c.
We can derive it as follows. We recall that the entropy of mixing is equal to

AS = —kB(N]_ ln(N/Nl) + N2 111(N/N2)) = —kBN(Z]_ In T1+ 2o In 182) (142)

what follows from AS = kg In(N!/(N1!Ny!). Therefore the chemical potential depends
on the dissolved substance as (from T'8S/8z; = —pu)

ps(z) = ps(0) + RT In(z) (14.3)

(in real cases it is corrected by the activity coefficient vy, u(z) = ©(0)+ RT ln(yz), which
for diluted solutions is usually very close to 1).

If we have a membrane separating pure solvent from a solvent with a dissolved
substance but transparent for a solvent then the chemical potential of the solvent should
be the same on both sides:

pw (2,0 4+ TI) = s (p) (14.4)

where I is the additional (osmotic) pressure on the solution side to ensure that equality.
Rewriting the LHS we get

p+II

to(@,p+ 1) = po(p + 1) + RTIn(z) = s (p) + / Vin(#)dp + RTIn(z.,) (14.5)

where V,,, is the molar volume of the solvent. If the liquid is incompressible we have
then

RTIn(zy) = —Vp,II (14.6)
and since z; = 1 — z,, is small we get
RT
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and this equation is called van't Hoff equation.

If we apply it to the tree that has to transport water from the roots to the tip we
can ask whether it is possible in view of this equation. The concentration of mineral
substances in the leaves can be (due to evaporation) much bigger than in the roots. If
we assume for example ¢ ~ 1 mol/l then we get IT ~ 2-10% N/m? — comparing with pgh
we get h ~ 200m (the tallest tree on Earth has 117 m)

14.2 Pressure and temperature in the Sun

A good approximation for the mass profile of the Sun is

M(r) = Ms (tanh %)3 (14.8)

Hence .
- s

We have 1
B = (p—;) : (14.10)

where pg is the density in the center and p the average density. Since
po =150 g/cm®, p=1.41g/cm® = B =4.74 (14.11)

The pressure balance
dp _ GM(r)p(r)
B W L v 14.12
dr r2 ( )
so that
_ GMZ (R 3tanh®(Br/R)

p(r) = 4wR J» drr‘* cosh?(Br/R) (14.13)

It can be rewritten as

3GMZB® [P tanh® GMsp(0) [P tanh®
p(r) = 755 / de—22 (2"”) _ GMsp(0) / dg 221 AT) (,f) (14.14)
ATR pr/r  z*cosh?®(z) R pr/r  z*cosh?®(z)
Hence 0 5( )
GMgsp(0 /°° tanh”(z
0) v~ ———= de——— 14.15
p(0) R 0 z* cosh?(z) ( )
The integral is numerically ~ 0.222.
To calculate the temperature in the core of the Sun we use the formula
p ~ nkgT (14.16)

In the core there is now (by mass) 0.35 H and 0.65 He and therefore (neglecting electrons)
n=035" 1065 =052 (14.17)
My am, my
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Therefore

T(0) ~

GM © _ tanh®
73"7’1’/ d _tanh’(z) 11-10" K (14.18)
0

0.5Rkp z* cosh?(z)

The actual temperature is 1.56 - 107 K so the estimate is very good taking into account
the approximations made.
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15 Appendix

15.1 Differential forms

We recall the language of differential forms.
A general n-form can be written as

1 o .
An = — Z Atndgt AL dg (15.1)
11...1n
The differential of this form gives an (n + 1)-form
1 o . .
dA, = = Z O; All'ndz®™ Adz™ A...dz'™" (15.2)
20,21 ...n
The fundamental identity following from the symmetry of second derivatives reads

dd=0 (15.3)

If the manifold is metric then there exists also an operation x ('Hodge star’) that
produces (D — n)-form where D is the dimension of the manifold.

_ 1 11...0n n+1 D
*An = m zlz; 8i1i2...iDA'n} de A... dw (154)
We have
*xxAp = (—1)PP-m 4, (15.5)

There exists an inner product of two n-forms
< An|B, >i— /An*Bn (15.6)

since the form under the integral is a D-form that can be integrated over the manifold.
A crucial role is played by a laplacian A defined as

A =ds+6d (15.7)
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where
§ = (—1)PO D L gy (15.8)

acting on A, produces (n — 1)- form. The phase factor in front is chosen in such a way
(for Euclidean signature) that

< Ap|dBp_1 >=< 6An|Bn_1 > (15.9)

For example
0A; = —0'A, (15.10)

An arbitrary form A, on a any manifold can be written as a sum of three forms
(Hodge-deRham decomposition)

A, =dA, 1+0An 1+ Hy, (15.11)
for some globally defined A,_1, A,+1 and the so called harmonic form H, satisfying
dH, = 6H, =0 (15.12)
so it satisfies also the Laplace equation
AH, =0 (15.13)

The number of linearly independent harmonic n-forms (Betti number b,) is a very
important characterization of a manifold (the harmonic forms belong to the so called
nth cohomology class dual to the n-th homology class). If the n-th cohomology class
for a given manifold is empty then

dA, = 0= A, =dA, , (15.14)

for some globally defined A,_;. For example the manifolds with b; = 0 are called
simply-connected and then dA; = 0= A; = dé¢.

In the form language the gradient is an action on O-form producing a one-form
(vector):

of .
df = —dz’ 15.15
divergence is an action on a one-form producing a 0-form (scalar)
Vi = xd(xV1) = Vo, (15.16)

rotation is an action on a one-form producing (n — 2)-form (in 3 dimensions a pseu-
dovector)
Vi—=xdVi =V, o (15.17)

For arbitrary vector field A and 3-manifold M3 with a 2-dimensional boundary O M3
we have the Gauss equation
/ V-AdV = A -dS (15.18)
M3z OMs3
while for a 2-manifold M with 1-dimensional boundary 0 M, we have the Stokes equa-
tion

/ (VxA)-do=d A-ds (15.19)
Mo OM2
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15.2 Gaussian integrals

We will very often need the integrals of the form

o0 2

2 ™ b

/ dze ot = /e 4
> a

For symmetric matrices A and vectors b we have

oo T T 1 vTa"1s
d —mz” Az+b' — -
/_oo[ z]e \/ det(a)°

We recall also the definition of the Euler I'-function

I(z) := / dtt® le
0

15.3 Areas and volumes

The area of a sphere S,, of radius r

For example Vg, = 3773

15.4 Legendre transform

(15.20)

(15.21)

(15.22)

(15.23)

(15.24)

If we have a function f(z) we introduce an additional variable s and we create a function

~

f(s,2) = sz — f(z)

Then

. df
d =zd dz — —d
f(s,z) = zds + sdz 3597

The differential depends on two variables unless we impose

df
*Tde

and then we can treat f as a function of only s

(15.25)

(15.26)

(15.27)

(15.28)
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where z(s) is a solution of (15.27) and we have

% =z(s)

The inverse transform is
fle)=2s—f
The transform
As an example take

fz) =e"

then )
s = Eem/“ = z =aln(as)

Therefore

f(s) = asin(as) — as

(15.29)

(15.30)

(15.31)

(15.32)

(15.33)

and indeed f’ = z(s). We see that the domain of f(z) i.e the whole real line R is different

from the domain of f(s) which is R..

15.5 Maxwell relations

Assume that we have 3-dim manifold with a hypersurface defined by f(z,y,2) = 0
and we would like to derive some identities between the partial derivatives wrt to dif-
ferent pairs of variables (since only 2 are independent) — they are extensively used in

thermodynamics.
We start with

or oz
dz = — | d — ] d
e = (), 9+ (5),%

_ (9y 6y>
dy = <8z)zd$+(az mdz

Plugging dy from the second equation into the first we get

(5).- (ai)z

Oz

and the triple product formula

(). (52).(52), = -

Similarly we can write
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Writing
ow ow
dw=|—5) d — ] d 15.38
v <3y>z y+<3z)y ‘ ( )
and plugging into the previous equation we get
(5).7(G).~ (&), (&) (15:3)
oy), \0y/), \ow/,\0dy/, '
and 5 5 5
%), (), (&) (1540
(Bz y ow y 0z y

We now introduce the so called Maxwell relations.
We start (abstractly) with the relation

dU =TdS —pdV (15.41)
Differentiating with d we get
dT AdS =dpAdV (15.42)

If all these quantities depend on two variables z and y then

oT oT s s dp dp ) (GV v )
= - = (== - — — 15.4
<6wdm+aydy)/\(amdz—l—aydy> <8xdw+6ydy A awd$+6ydy (15.43)

Gathering the coefficients we get
%),(5).-G),(5).-(5).G),-G).(&), o
0r )4, \0y/, 0r/),\0y/, 0y /), \0z/, 0y/),\0z/,

Choosing z and y as pairs out of (T, S,p, V) we get 6 Maxwell relations. For example
for the pair (T,V) we get

as Ap
(o), (ar), =" (15:49)
while for the pair (T, p) we get
(ﬁ) _ (3—V> (15.46)
3p T oT P
Another example for the pair p, V:
oT as aT s
il ) —1=(= — 15.4
(&), o), = (), (5), (1547
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